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v 
 

TECHNICAL REPORT DOCUMENTATION PAGE 

1. Report No. 
 

2. Government Accession No. 3. Recipient's Catalog No. 

4. Title and Subtitle 
Drilled Shaft Resistance Based on Diameter, Torque and 
Crowd (Drilling Resistance vs. Rock Strength) Phase II 

 

5. Report Date 
June 2016 

6. Performing Organization 
University of Florida 

7. Author(s) 
Michael McVay and Michael Rodgers 

8. Performing Organization Report 
No. 

 

9. Performing Organization Name and Address 
University of Florida – Dept. of Civil and Coastal 
Engineering; Engineering School of Sustainable 
Infrastructure and Environment 
365 Weil Hall – P.O. Box 116580 
Gainesville, FL 32511-6580 

10. Work Unit No.  (TRAIS) 

11. Contract or Grant No. 
BDV31-977-20 

12. Sponsoring Agency Name and Address 
Florida Department of Transportation 
605 Suwannee Street, MS 30 
Tallahassee, FL 32399 

13. Type of Report and Period 
Covered 

Final Report 
03/25/2014 – 6/30/2016 

14. Sponsoring Agency Code 
 

15. Supplementary Notes 

16. Abstract: 
The research focused on evaluation of Florida limestone’s unconfined compressive strength, qu, through 
drilling parameters – crowd, torque, penetration rate, rotational speed, and bit diameter – in both the 
laboratory and field for assessing a shaft’s side shear. Synthetic homogeneous limestone blocks of 
various strengths were cast in the laboratory and allowed to cure for 14 days; The blocks were then 
drilled with rock augers of two different diameters at multiple penetration rates and drilling rotational 
speeds.  Both crowd and torque were measured in real time. Estimation of rock strength, qu from drilling 
relationships developed by Karasawa (2002a) and Teale (1965) were evaluated.  It was found that 
Teale’s specific energy approach could estimate rock strength, qu using the multiple diameter drill bits 
expected in field drilled shaft construction. 
  
In the field, shaft installation was monitored (crowd, torque, penetration rate, etc.) at three sites (Little 
River, Overland, and Kanapaha) from which rock strength, qu was estimated along with shaft side shear.  
For side shear, FDOT’s design equation in limestone was used with split tension strength initially 
estimated from qt/qu ratio established by field cores; subsequently, Johnston’s qu vs. qt/qu relationship 
was used.  The estimated unit skin friction in multiple rock formations and segments was compared by 
instrumented segment during Osterberg, Statnamic, and top-down static load testing.  The mean bias 
(measured/predicted) unit side shear in limestone was 1.00, and the coefficient of variation, CV, was 
0.07. The results suggest that estimating rock strength and shaft side shear using drilling parameters is 
viable, especially considering the currently available rig monitoring equipment (Jean Lutz, Bauer, etc.). 

17. Key Word 
Drilling, monitoring, rock strength, shaft side shear 

18. Distribution Statement 
No restrictions. 

19. Security Classif. (of 
this report): 

Unclassified 

20. Security Classif. (of this 
page): 

Unclassified 

21. No. of Pages 
248 

22. Price 



vi 
 

EXECUTIVE SUMMARY 

Over the past 20 years, there has been an increase in the use of drilled shafts.  This can 
be attributed to limited available sizes of driven piles and noise and vibration issues during 
driven pile installation.  Unfortunately, the development of construction monitoring in 
assessing shaft capacity in drilled shafts has lagged that of driven piles.  For instance, 
driven pile capacities can be assessed during the installation process by evaluating 
dynamic forces and/or blows per foot during driving. Whereas drilled shafts currently 
employ no means to assess shaft capacity except for inspection of the soil/rock removed 
during the installation process.  All drilled shaft capacity assessments are performed on 
completed shafts, meaning there is no change in shaft length due to monitoring the 
construction process.  Often times, the determination of rock strength requires destructive 
testing which is expensive, takes a significant amount of time, and requires the availability 
of sound core samples.  Of great interest is the assessment of rock quality, strength, and 
total socket length during the drilling process in real time which could lead to the 
appropriate selection of shaft lengths and reduced uncertainties.  For instance, it could be 
expected that monitoring the drilling process could ensure the minimum mean rock 
strength is found or lengths of nominal rock strength in a shaft were observed during 
installation. 
 
This project focused on developing and evaluating the relationship between five rock 
drilling parameters (crowd, torque, penetration rate, rotational speed, and drill bit 
diameter) and rock strength (e.g., unconfined compression, qu).  This required both a 
laboratory and field investigation.   
 
In the laboratory, synthetic limestone (Gatorock) was developed at four different design 
strengths – 10, 20, 40, and 120 tons per square foot, tsf – that were representative of 
Florida’s numerous limestone formations.  The Gatorock was cast into large blocks (22.5” 
x 22.5” x 40”) that were subsequently drilled using various combinations of the five drilling 
parameters. The results were wirelessly transmitted in real time to an external computer 
and recorded for analysis. During the analysis multiple developed drilling equations were 
investigated.  From the investigation, a unique relationship was developed using Teale’s 
specific energy equation for rotary non-percussive drilling in rock.  The developed 
relationship provided the strongest correlation between the five drilling parameters and 
compressive strength.  From this, a new equation was developed that can be used to 
measure rock strength in real time during field drilling.   
 
In the field, the five drilling parameters were measured on the drill rig using Jean Lutz 
monitoring equipment, which records and transmits the data wirelessly to an external 
computer in real time away from the drilling. The Jean Lutz equipment included pressure 
transducers used to tap into the hydraulic lines providing torque and crowd to the drill bit, 
a proximity sensor to monitor rotational speed at the rotary table, a rotary encoder 
mounted on the rim of the main cable winch to monitor penetration rate, a junction box to 
receive the signals from each sensor, and a data acquisition module to record, display, 
and transmit the data wirelessly in real time, via Bluetooth, to an external computer.   
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Throughout the course of the research project, field monitoring took place at three 
separate locations where load testing occurred.  The locations were in Quincy, FL (Little 
River Bridge), Jacksonville, FL (Overland Bridge), and Gainesville, FL (Kanapaha).  The 
test shafts at each location were monitored during installation.   Monitoring in these 
locations provided direct comparison of the estimated shaft capacity obtained during 
monitored drilling to the actual capacity of installed shafts measured using conventional 
methods.  Additionally, each location used a different type of load test, O-cell testing at 
Little River, Statnamic testing at Overland and a traditional top-down static load test at 
Kanapaha.   
 
For side shear comparisons, FDOT’s recommended design equation, for limestone 
socketed shafts, was used with compressive strength, qu, measured through monitoring 
and split tension strength, qt, estimated from the qt/qu ratio developed for Florida 
geomaterials using Johnston’s criterion.  The estimated unit skin friction, in multiple rock 
formations, was compared with load test results from instrumented segments that reached 
failure within the same rock sockets.  The mean bias (measured/predicted) for unit side 
shear in limestone was 1.00, and the coefficient of variation, CV, was 0.07. The results 
suggest that estimating rock strength and shaft side shear using drilling parameters is 
viable, especially considering the currently available rig monitoring equipment (Jean Lutz, 
Bauer, etc.).  Further testing is suggested due to the size of the data set. 
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CHAPTER 1 INTRODUCTION 

Foundation design is an engineering practice moving from experience to science and 
math-based principles.  Foundation engineers must consider multiple layers of soil and 
rock with limited a priori information and high levels of variability.  However, new codes 
based on reliability, such as Load and Resistance Factor Design, LRFD, allow 
designers to increase resistances if they are capable of reducing the uncertainty of in 
situ soil and rock conditions.   
 
In Florida, over 90% of the Florida Department of Transportation “FDOT” structures are 
founded on deep foundations, including driven piles and drilled shafts.  However, due to 
the limited availability of sizes as well as noise and vibration issues encountered during 
driven pile construction, drilled shafts have seen an increased use over the past 20 
years.  Unfortunately, the development of drilled shaft construction monitoring to assess 
shaft capacity has lagged that of driven piles.  This leads to a high degree of uncertainty 
and results in lower resistance factors in LRFD design. 
 
Of great interest is the assessment of soil/rock strength properties during the shaft 
construction process (i.e., drilling) to account for subsurface variability.  For instance, 
shown in Figure 1 is the mean and standard deviation of the rock’s strength by boring at 
17th Street Bridge in Fort Lauderdale, Florida.  Based on obtained core data, the shaft 
located at coordinates (x = 9, y = 24) would have nearly half the axial capacity of the 
shaft located at (x = 18, y = 10), approximately 16.5 feet away. In the case of redundant 
shafts, coring used for design may only be taken in a few areas and not necessarily 
within the footprint of each shaft.  This could lead to a large overestimation of a shaft’s 
capacity and result in catastrophic failure.  For the case of non-redundant shafts, the 
FDOT requires coring within the footprint of each shaft for visual inspection (i.e., 
presence of rock or not), but testing the cores to assess rock strength is not performed 
as this delays construction.  Consequently, if the strength of the soil/rock could be 
assessed in real time by monitoring the drilling process, the degree of uncertainty in the 
shaft’s true capacity would be greatly reduced.  This would provide quality assurance to 
the foundation engineer and the drilling contractor.  In addition, construction costs could 
be reduced by eliminating the need to greatly overdesign to account for the uncertainty 
and variability of in situ soil/rock conditions. 
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Figure 1 - Spatial profile of boring rock strength at 17th Street Bridge, Fort Lauderdale 
 

1.1 Background 

Assessment of rock strength during drilling is an active research area in the “Energy 
Resource” fields, such as oil and gas recovery (Hoberock and Bratcher, 1996; 
Karasawa et al., 2002a).  Within these fields the focus is on controlling the drilling 
process to limit damage and improve drilling efficiency, which is controlled by in-situ 
rock strength.  Karasawa et al. (2002a, 2002b) showed that in-situ rock strength is 
correlated to the following five drilling parameters: 
 

1. Crowd or downward axial force, F 
2. Vertical penetration rate, u  
3. Torque applied to the drilling bit, T  
4. Drilling tool diameter, d  
5. Rotational speed of drilling tool, N 

 
He noted that 8T/d2 at a given Fu/N, tends to increase with increasing rock strength, 
and the effect of tooth wear on the relationship for each rock is small.  Karasawa goes 
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on to describe the slope of u/N vs. F/d as aF and u/N vs. 8T/d2 as aT and develops the 
“drillability strength of rock”, Ds, expressed as aF /aT

2.  He then found that Ds was directly 
correlated to the unconfined compressive strength of rock, Sc or qu, as shown in Figure 
2 for different types of rock. 
 

 
Figure 2 - Relationship between uniaxial compressive strength of rock, Sc, and 

drillability strength of rock, Ds (Karasawa et al., 2002) 

Evident from Figure 2 is the existence of correlation between “drillability strength” and 
unconfined compressive strength (rock strength).  Also of interest is the existence of 
correlation between drilling parameters and the splitting tensile strength, qt, of rock, and 
if the same correlation would hold for different Florida limestone formations (e.g., Ocala, 
Suwannee, Avon Park, etc.).  Once the strength of rock is assessed, the unit skin 
friction or side shear capacity of the drilled shaft may be determined using various 
methods, providing a means to assess shaft capacity in real time. 
 

1.2 Scope 

The goal of this research was to provide a viable method for monitoring drilled shaft 
installations in real time during the drilling process, reducing spatial uncertainty 
concerns and providing a means to measure the capacity of drilled shafts socketed into 
Florida limestone.  Currently, there are no methods to quantify production shaft 
capacities during installation similar to driven piles.  This generally results in a few costly 
load tests to be performed on a site.  Unfortunately the limited load tests do no address 
the spatial variability concerns, i.e., Figure 1. Therefore, the current goal is to validate 
the monitoring process and capacity estimates by comparing the results obtained during 
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monitoring with conventional methods (i.e., load tests and core data). In order to 
accomplish this goal, the research included the following four tasks: 
 

1. Completing laboratory drillings using planned design strengths and recording 
drilling parameters F, u, T, N, d. (Task 1). 

2. Developing relationships for soil/rock strength from the laboratory monitored 
drilling parameters. (Task 2) 

3. Monitoring “pilot project” field drillings using drilling parameters recorded from the 
drill rig, validating the drilling parameter-rock strength relationship developed in 
the lab and developing final drilling equations. (Task 3) 

4. Validating the finalized drilling equations by comparing monitored drilling 
measurements of rock strength to lab tested core strengths and results from a 
final top down static load test. (Tasks 4 and 5) 

 
During the drilling process, monitoring will provide real time compressive strength 
estimates, which can be used to ensure the material being drilled meets the 
expectations of the shaft design.  It is important to identify monitoring resistance in 
terms of compressive strength as this is the conventional strength property used for 
estimating drilled shaft capacities. This approach also provides the option to use 
numerous drilled shaft design methods to estimate shaft capacity during the installation 
process.  This is important because engineers may use different methods (FDOT, 
Kulhawy, Gupta, etc.) to estimate shaft capacity and nearly all of the methods rely on 
compressive strength data.  For this research, shaft capacity estimates based on 
compressive strength will only focus on one method.  This will be the current FDOT 
recommended method for estimating shaft capacity using laboratory strength data. 
 
To monitor the operational drilling parameters (F, T, N, u, and d) on known in-situ rock 
strengths, a series of laboratory tests had to first be performed.  A synthetic limestone 
(Gatorock) was cast with a range of rock strengths representative of Florida limestone 
(soft-weathered, medium and strong).  The specimens were constructed from ground up 
limestone (screenings), cement and water and constructed to be homogenous 
throughout.  Specimens were drilled using two different rock auger bit diameters, two 
rotational speeds and three penetration rate settings.  Torque and crowd were 
continuously monitored and recorded in real time throughout each drilling test.  Next, 
relationships such as Karasawa et al. (2002a, 2002b) and Teale (1965) were 
investigated for estimating rock strength.  The investigation was the basis for the 
development of strength parameters, qu and qt, to assess the skin friction (side shear), 
fs, of drilled shafts using monitored drilling parameters.  
 
To measure T, F, N, and u on the drill rig for field monitoring, hydraulic pressure lines 
controlling crowd and torque had to be tapped with individual pressure transducers.  
The recorded pressures were then converted to physical measures (i.e., lbf for crowd 
and in-lbs for torque) for compatibility with laboratory drilling equations.  Measuring 
rotational speed of the drilling tool, N, required a proximity sensor to be attached near 
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the rotating collar of the rotary table with no conversion necessary for compatibility.  
Vertical movement of the drilling tool, u, was monitored from line movement of the 
cabling attached to the Kelly bar and main winch using a rotary encoder.  Penetration 
rate was determined as a function of movement per unit time with no conversion 
necessary for compatibility.  All drilling parameters and estimated strengths were 
recorded and displayed as a function of depth as the drilling tool was advanced.   
 
For comparison purposes, drilled shafts with planned load testing (i.e., axial load tests) 
were monitored.  The load test results were compared to the estimated side shear from 
monitored drilling parameters and estimated strengths, qu and qt.  Rock samples 
recovered from cores adjacent to the test shafts were also used in the comparative 
analysis. The rock specimens recovered in the field were tested in the lab (State 
Materials Office, SMO) for both unconfined compression, qu, and split tension, qt.  Of 
great interest, is the qt/qu relationship of the recovered rock specimens and how this 
relationship changes with various limestone formations throughout the state of Florida.  
It was expected to accurately assess a shaft’s capacity, adjustments for site specific 
limestone formations, qt/qu, may be required.    
 
Finally, the research was validated with the full scale monitoring of three drilled shaft 
installations in combination with a top down static load test; where the reaction shafts 
were also instrumented and measured for uplift.  Prior to the shaft installations, core 
samples were recovered and tested at the SMO.  A static prediction of each shaft’s 
capacity was performed using FDOT methods. For the measured results, the steel 
reinforced cage for both the test and reaction shafts were instrumented at a number of 
locations to assess T-Z curves from the static load test.  During shaft construction, 
drilling parameters, F, T, N, u, and d, were monitored and recorded.  The in-situ rock 
strength was assessed and used to provide an estimate of side shear over multiple rock 
layers.  Comparisons of the monitored drilling, laboratory core testing and measured 
skin friction (load test) were then performed for each instrumented layer of the shaft; as 
well as a comparison of total side resistance. 
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CHAPTER 2 LABORATORY MEASUREMENTS OF DRILLING PARAMETERS ON 
SYNTHETIC LIMESTONE 

2.1 Development of Synthetic Limestone, Gatorock  

To develop relationships for drilling parameters and compressive strengths of limestone, 
a series of laboratory drillings needed to be conducted on a wide range of limestone 
compressive strengths.  Obtaining large limestone rocks to drill into, similar to Karasawa 
et al. (2002a, 2002b), was not practical.  As well, uniformity issues were a concern since 
Florida limestone can be quite variable from sample to sample and may produce poor 
results.  Therefore, a homogenous drilling medium needed to be developed that was 
representative of Florida limestone.   
 
In past UF research, synthetic limestone, known as “Gatorock”, was developed and 
used in a number of laboratory experiments including:  Bullock (2004), McVay et al. 
(2004), and Sheppard et al. (2006).  Gatorock provides a simplistic method to model 
natural Florida limestone with the ability to control the desired compressive strength.  
Also, by using a synthetic limestone, it enables the creation of a homogenous formation 
with a wide range of design strengths typical of limestone found throughout Florida.  For 
this research the Gatorock needed to be created in a simplistic manner and easily 
repeatable for various compressive strengths.  It also needed to be developed at 14-day 
strength to provide a quick turnaround for laboratory drillings as well as maintain 
moisture within the synthetic rock, which is typical of in-situ limestone. 
 
Gatorock mixtures generally consist of limestone screenings (crushed limestone), 
cement and water.  Limestone screenings, are a fine aggregate with 100% passing a #4 
sieve, and are ideal for use in Gatorock production as the smaller well graded 
aggregate sizes (<4.75 mm) provide a homogenous mixture.  This eliminates the risk 
that a single larger sized piece of aggregate will greatly influence the overall material 
properties of the synthetic rock mass.  Florida Portland cement combined with water 
was used as the bonding agent within the synthetic rock matrix, drastically speeding up 
the natural limestone bonding process which typically occurs over thousands to millions 
of years.  Florida Portland cement is an ideal substitute to natural bonding agents as the 
main ingredient of Portland cement, calcium oxide (CaO), is derived from limestone.  In 
the natural limestone formation process, calcite (CaCO3) precipitate accumulates to 
form a carbonate matrix, which holds together larger carbonic sedimentary rocks to form 
a limestone rock mass.  As the calcite precipitate accumulates, inclusions of sand, clay 
and organic matter are deposited within the matrix.  This produces a carbonate matrix, 
which often includes impurities such as iron, silica, magnesium and in some cases 
aluminum.  These impurities are the additional chemical ingredients found in Florida 
Portland cement, reinforcing the concept of Portland cement being an ideal replacement 
to natural bonding agents.   
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The development of Gatorock for this research began using guidelines of a Controlled 
Low-Strength Material, CLSM, reported by ACI Committee 229.  CLSM guidelines were 
used because compressive strengths of a CLSM are relatively low, 1,200 psi or less, 
and initial Gatorock design strengths were to be 70, 140 and 280 psi (later changed to 
140, 280, 556, 1,667 psi).  Conventional CLSM mixtures consist of water, Portland 
cement, fine or coarse aggregate or both and fly ash or similar products.  However, the 
use of standardized materials is not necessary.  ACI 229 (1999) states, the selection of 
materials should be based on availability, cost, specific application and the necessary 
characteristics of the mixture, including flowability (slump), strength (compressive 
strength), excavatability (drillability) and density (unit weight).  As screenings are 
generally considered a waste material, ACI 229 provided a standard method of using 
non-standard materials to develop a homogenous drilling medium that is representative 
of Florida limestone. 
 
The total unit weight of a CLSM typically ranges from 115-145 pounds per cubic foot, 
pcf, which is within the typical range of Florida limestone, 95 -165 pcf, recovered in core 
samples throughout the state.  The Gatorock developed using CLSM guidelines 
produced unit weights, γ, ranging from approximately 105 pcf to 125 pcf which is in 
agreement with typical Florida limestone.  Additionally, the properties of CLSMs cross 
boundaries between soils and concrete according to ACI 229 and “in service” CLSMs 
(compressive strength of 50 -100 psi) exhibit characteristic properties of soils and 
equate to an allowable bearing capacity of a well-compacted soil (ACI 229, 1999).  This 
is beneficial as field drilling will pass through several layers of varying material (sand, 
clay, limestone and intermediate geo-material, IGM) and laboratory drillings will only 
focus on drilling into material representative of limestone. However, it is possible that 
lower strength Gatorock could be representative of some higher compacted in-situ soils 
encountered in field drillings. 
 
Once all of the Gatorock mix designs were complete, a method for casting large scale 
Gatorock blocks (22.5” x 22.5” x 40”) used for laboratory drilling was developed.  
However, the target strength of the large scale blocks had to be verified to ensure 
reported compressive strengths for each block matched those of test cylinders cast from 
the same mix.  For verification, five blocks were cored using a four inch core barrel, 
each providing a core sample approximately eight inches long by four inches in 
diameter, matching the cast cylinder dimensions, and providing a 2:1 ratio which is 
compliant with ASTM (2002) standards for compression testing of field cores.  The 
cores and test cylinders from each Gatorock block were then subjected to unconfined 
compression testing and compared based on their compressive strengths.  The 
following results were obtained: 
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Table 1 - Compressive strength results for Gatorock cores and cast cylinders 

 
 
From the core results, Table 1, it is evident that the majority of cores produced 
compressive strengths slightly higher than the cast cylinders.  This was considered 
acceptable as the differences in strength were relatively low, generally 10% or less, and 
inherently created a conservative approach for estimating rock strength.  This 
completed the Gatorock development and provided an accurate homogenous synthetic 
representation of Florida limestone used in all laboratory drilling and subsequent 
analyses. 
 

2.2 Development of a Laboratory Drilling Environment  

In order to conduct measured small scale drillings, instrumentation and monitoring 
equipment had to be developed.  This consisted of modifying an existing drill press to 
meet field drilling standards, developing a coupler system to monitor drilling parameters 
in real time using a wireless data transmitter, locating small scale drill bits that best 
represent the cutting action of field drill bits, calibrating all the equipment and 
developing a reliable drilling method to best represent field drilling.  Additionally, 
methods for analyzing the data had to be developed. 
 
2.2.1 Coupler System to Monitor Laboratory Drilling 

The majority of the work developing the laboratory drilling environment was creating the 
coupler system to monitor drilling parameters in real time.  The rotational speed and 
penetration rate were set parameters controlled by a variable frequency drive installed 
on the drill press to provide rotational speeds typical of field drilled shaft installations 
based on survey results.  However, torque and crowd were a byproduct of these set of 
drilling parameters and needed to be continuously monitored and recorded in real time.  
To achieve this, strain gauges and torque rosettes were placed on an Aluminum drill 
rod, connecting the drill bit to the drill press, and transmitted wirelessly to an external 
computer using a wireless data transmitter.  A wireless data transmitter was used 
because constant rotation during drilling prevented the use of wires running to an 
external computer.  The strain gauges and torque rosettes were setup in a full bridge 
system to compensate for temperature effects.  Each gauge type (torque and crowd), 
was oriented 180 degrees apart to compensate for bending.  The alternating gauge 
types were oriented 90 degrees apart from each other as seen in Figure 3. 
 

Cylinder 1 Cylinder 2 Cylinder 3 Avg qu (psi) Core qu (psi) % diff

348 334.2 341 341.1 381.4 10.57%

462.4 461.8 502.2 475.5 528 9.94%

520.6 490.9 445.9 485.8 489.7 0.80%

278.4 293.3 266.7 279.4 315.3 11.39%

360.2 355.3 360.4 358.7 347.9 -3.10%
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Figure 3 - Instrumented drill rod 

 
The wall thickness of the aluminum rod, Figure 3, was designed to withstand the applied 
drilling forces while providing a large enough strain range to reduce noise within the 
system and ensure accurate readings.  The length of the drill rod was designed to 
provide an undisturbed portion of the shaft two and a half times the rod diameter from 
each end to the gauges.  This eliminated edge effects (Saint-Venant’s principle) and 
also ensured accurate readings.  Finally, the full length of the coupler system was 
designed to fit the available clearance between the chuck of the drill press and the 
Gatorock blocks which rested on the floor.  Error! Reference source not found. shows 
the developed laboratory coupler system and drilling setup. 
   

Torque 
Rosette 

T – Element 
Stain gauges 
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Figure 4 - Laboratory coupler system (Left) and laboratory drilling set-up (Right).   

A) Chuck connecting the coupler to the drill press. B) Wireless data transmitter mounted 
on PVC sleeve with rubber padding to reduce vibrations. C) PVC shield protecting strain 
gauges and torque rosettes.  D) Aluminum drill rod where torque and crowd are 
monitored.  E) Connection collar between the drill rod and the drill bit.  F) Pin lock 
similar to drilled shaft Kelly bar drill bit connections.  G) Spacer to reduce wobbling at 
the drill bit connection.  H)  Small scale rock auger bit with rotating conical carbide teeth. 
 
The coupler’s main shaft is a hollow cylinder with a one inch inner diameter and two 
inch outer diameter constructed from an aluminum rod, fourteen inches in length.  The 
base of the main shaft has male threading which attaches the connection collar.  The 
connection collar connects the drill bit using a pin lock system similar to a drilled shaft 
rig Kelly bar connection.  Between the collar and the drill bit is a steel washer that helps 
reduce wobbling of the bit at the pin lock connection.  At the top of the main shaft a sch. 
80 PVC sleeve was mounted that allows the data transmitter to be attached.  Rubber 
compression padding was used between the main shaft and the PVC sleeve to reduce 
vibrations felt by the data transmitter which may disturb readings.  The top four inches 
of the main shaft have female inner threading that allows the drill bit chuck to be 
threaded to the main shaft.  The drill bit chuck connects the coupler to the drill press.  
The remaining ten inches are where monitoring takes place.  This provides an 
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undisturbed portion of the drill rod five inches in both directions meeting the two and a 
half diameter spacing required to eliminate end effects.  A separate Sch. 80 PVC shield 
protects the gauges from being damaged while drilling.  Figure 5 shows the coupler in 
action, drilling 20 inches into a large Gatorock block. 
 

 
Figure 5 - Coupler system drilling into a large Gatorock block 

 
After the coupler system was constructed, equations for measuring torque and crowd in 
real time were developed for the data transmitter software.  This required deriving a 
transfer function for the aluminum shaft that directly converted the strain gage readings, 
wirelessly transmitted in bits, to measures of torque and crowd.  After the transfer 
function equations were developed for both torque and crowd, a thorough calibration 
process took place ensuring the readings obtained were highly accurate.   
 
2.2.2 Laboratory Coupler Calibration 

At the start of phase II drilling, the researchers investigated the accuracy of the axial 
forces being recorded during laboratory drillings.  The initial investigation that took place 
in Phase I of the project used axial loads below 55 lb for the calibration.  Throughout 
numerous drillings (i.e., in phases I and II) the recorded axial forces were found to 
exceed 55 lbs.  Therefore the researchers performed another axial calibration using 
loads of 50,100, 250, 500, 1,000 and 1,500 lb.  To complete the calibration, the Instron 
device, located on UF’s campus, was used to monitor the loading.  The setup is shown 
in Figure 6. 
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Figure 6 - Instron calibration setup 

 
Before loading was applied, researchers leveled the drill rod with a vertical level.  
However, much like the laboratory drilling process, eccentric loading was expected.   As 
a result, one side of the rod could experience tension while the other side exhibited 
compression.  During laboratory drilling, this behavior was generally a result of the 
layout of the drill bit, i.e., line of carbide teeth at different orientations.  However, by 
orienting strain gauges 180 degrees apart, the effects of eccentric loading are 
eliminated through averaging. 
 
For the calibration using the Instron, a program was created to initiate constant loading 
for two minutes at each load step.  Before and after each load step, a two minute resting 
period was initiated where no load was applied.  Measurements were continuously 
recorded during the resting period to ensure readings returned to the initial baseline.  
Averages of the before and after readings were then subtracted from the readings taken 
during the two minute loading period which provided the actual load measured.  In the 
two minute loading period, 960 readings (recording at 8 Hz for 120 seconds) were 
captured with 800 of the readings used to create the average for each load step.  Table 
2 shows the results from the Instron axial calibration. 
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Table 2 - Instron calibration results 

 
 

From the collected data two equations were developed, one fitting all the data with a 
non-zero intercept and the other with a zero intercept.  Figures 7 and 8 display the 
plotted data as measured load vs. applied load for the two scenarios and provides the 
calibration equations. 
 

 
Figure 7 - Applied loads vs. measured loads (zero intercept equation) 

Loading 

Phase
CH 2 CH 2 Bal CH 4 CH 4 Bal

Final AVG 

(lbf)

Baseline 1 24.62 -0.83

250 lbs -175.92 -200.78 -328.32 -325.53 263.15

Baseline 2 25.10 -4.76

500 lbs -408.84 -434.73 -613.43 -603.09 518.91

Baseline 3 26.69 -15.93

1000 lbs -790.00 -816.82 -1253.09 -1237.90 1027.36

Baseline 4 26.95 -14.45

1500 lbs -1075.70 -1105.89 -2005.15 -1987.24 1546.56

Baseline 5 33.43 -21.37

100 lbs -21.16 -54.56 -171.72 -150.57 102.56

Baseline 6 33.36 -20.93

50 lbs 4.78 -29.30 -88.52 -68.31 48.80

Baseline 7 34.80 -19.49
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Figure 8 - Applied loads vs. measured loads (intercept equation) 

 
As seen in the two plots, both show an R2

 = 1 confirming a linear fit using either 
equation.  Researchers then compared both equations using the tabular data to 
determine which provided the best fit.  Seen here is the tabular comparison using both 
equations: 
 

Table 3 - Equation comparison and results 

 
 
From the tabular comparison, the equation with a zero intercept provided the least 
amount of error and was therefore the equation chosen to make the final adjustments.   
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Adjusted 

Force        

(lbf)

% diff

Adjusted 

Force        

(lbf)

% diff

0 0 0 0 0 0 0

50 48.80 2.40% 46.70 6.60% 47.34 5.31%

100 102.56 -2.56% 98.89 1.11% 99.50 0.50%

250 263.15 -5.26% 254.77 1.91% 255.29 2.12%

500 518.91 -3.78% 503.03 0.61% 503.41 0.68%

1000 1027.36 -2.74% 996.57 0.34% 996.66 0.33%

1500 1546.56 -3.10% 1500.56 0.04% 1500.35 0.02%

-15.05% Sum 10.60% Sum 8.97%

-2.51% Avg 1.77% Avg 1.49%

Sum

Avg

Applied 

Force        

(lbf)

Measured 

Force        

(lbf)

% diff

y = 1.0302x+0.6895 y = 1.0308x
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Also investigated was the effect a torque load had on the axial force measurements.  
When applying an axial force, the torque rosettes are designed to experience no loading 
and this was noticed during axial calibration.  However, when a torque load is applied to 
the system the axial strain gauges do react and this needed to be investigated to ensure 
results were being reported accurately.  Seen below is the torque calibration setup and 
data recorded from the calibration, where the moment arm was 16 inches: 
 

 
Figure 9 - Torque calibration 

Table 4 - Torque calibration results showing offsetting axial force values (Ch 2 and 4) 

 
 
Comparing channels 2 and 4 (axial force gauges) showed that the percent difference 
between them was very small, i.e., negligible.  Channel 2 is negative (compression) and 
channel 4 is positive (tension).  Since the values were nearly equal for every torque 
loading, but opposite in sign, this suggests that even though the torque loading does 
provide axial loading, they negated each other out on summing. The average error 
recorded for applied forces versus measured forces (coupler) were 1.49% for crowd 
(Table 3) and 0.60% for torque (Table 4, Channels 1 and 3).  This confirmed the derived 
transfer functions for both torque and crowd were accurate, and the system was 
functioning properly.   

M (in-lbs) W (lbs) Ch-1 Ch-2 Ch-3 Ch-4 %Diff 1-3 %Diff 2-4

140.8 8.8 -141.34 -55.20 -143.87 54.59 1.79% 1.10%

281.6 17.6 -283.02 -101.77 -283.22 99.32 0.07% 2.41%

422.4 26.4 -423.09 -145.16 -422.82 139.65 -0.06% 3.80%

563.2 35.2 -561.30 -186.70 -560.20 183.56 -0.20% 1.68%
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2.2.3 Laboratory Drilling Procedure 

Once the calibration was complete, a standard laboratory drilling procedure was 
developed from a thorough investigation of how to drill in the laboratory.  The 
investigation included comparing wet and dry drilling, investigating the number of 
drillings that could be obtained per block without disturbance, and the lengths of drill 
runs to prevent “bit bite” which result in spikes in torque and crowd readings.   
 
From the investigation, it was determined that two holes could be drilled into each block 
without disturbance, drill runs could only be four inches in depth before bit bite set in 
causing large spikes in readings, and a wet-hole drilling method was required as dry-
hole drilling produced a 70% increase in torque on average.  In the field, wet-hole 
construction is almost always used and laboratory drillings needed to be representative 
of field conditions.  Dry-hole drilling was investigated to see if the laboratory drilling 
process could be simplified.  However, the drastic increases in torque from dry drilling 
compared to wet drilling proved that using a wet-hole drilling method in the lab was 
unavoidable.  Therefore, a water circulation system was developed to best represent 
field drilling conditions.  
 
In the field as the drill bit is advanced, material is collected on the drill bit and brought 
back to surface where the bit is removed from the hole and the debris is spun off the bit, 
cleaning the bit for the next advancement.  This process is constantly repeated 
throughout drilling as this is the only way to remove drilled debris from the hole.  
Unfortunately, this was not practical in the lab as this process takes nearly ten minutes 
every time the bit is removed for cleaning and added a significant amount of time to the 
already lengthy laboratory drilling process.  Laboratory drilling times ranged from one to 
four hours depending on the penetration rate used.  Therefore a water circulation 
system was designed that constantly removed water with drilling debris in suspension 
from the hole while injecting clean water.  The rotation of the bit kept drilling debris in 
suspension for easy removal. This in combination with shorter drill runs greatly reduced 
bit bite and provided consistent readings.  Figure 10 shows the water circulation system 
developed to represent the wet-hole construction method most often used in real shaft 
installations. 
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Figure 10 - Water circulation system to represent wet-hole shaft installation 

 
For Phase II of the project, a dedicated laboratory driller was assigned to the project.  
The dedicated driller began training using leftover blocks from Phase I.  During the 
training sessions, lead researchers were free to observe the drilling process and 
develop a standard drilling procedure.  In previous drillings in Phase I, the drilling 
procedure was as follows: 
 

1 Drill to a depth of 8 inches using the dry drilling method 
2 Realign the drill head to advance the bit further down the hole 
3 Add water to the hole via pouring it in with a cup 
4 Resume drilling, advancing the bit approximately 9 inches continuously removing 

water via a wet vac and adding water with the cup. 
5 Remove the bit from the hole  
6 Remove debris from the bit and the hole (debris removed from hole via shop vac) 
7 Reattach the cleaned bit  
8 Lower the drill head and drill the remaining 3 inches 

 
Now that researchers were able to continuously observe the live streamed data, it was 
noticed that towards the end of the first drill run, there was an increase in torque and 
force.  Researchers decided to shorten the length of each drill run.  Instead of 
advancing the bit 9 inches, the bit would be advanced in 6 inch increments once the 
initial 8 inches of dry drilling was completed.  However, while observing the new 
method, an increase in both torque and force was observed again.  However, the 
increase was less drastic and when the bit was removed from the hole there was less 
debris caked on the bit.  It was then decided to use 4 inch increments after the initial 8 

Dirty effluent water 

Clean influent water 
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inches of dry drilling were complete.  Along with the new incremental drilling length, a 
continuous injection of clean water was added to the system via a controlled nozzle 
attached to a garden hose.  This provided a continuous circulation of clean water to the 
hole as the wet vac removed the water with suspended solids in it.  With shortened drill 
runs and the new water circulation system, the data became far more uniform 
throughout drilling and eliminated the increase in torque and force observed at the end 
of each drill run.  Moreover, it was observed that, the bit was far less caked with debris 
when removed from the hole.  Images can be seen here: 
 

 
Figure 11 - New drilling method (left) and old drilling method (right) 

 
The new method for laboratory drilling is as follows: 
 

1 Drill to a depth of 8 inches using the dry drilling method 
2 Remove the bit from the hole 
3 Remove debris from the bit and the hole (removed from hole via shop vac) 
4 Reattach the cleaned bit  
5 Lower the drill head and drill 4 inches using the wet method with constant water 

circulation 
6 Repeat steps 2-5 until desired drilling depth is reached (20 inches) 

 
The new drilling method was used for the remainder of laboratory drillings.  After 
researchers discovered the four inch incremental drilling method produced the least 
amount of variability, it was decided to go back and review previous drillings using the 
original method.  Researchers believed that reanalyzing these drillings using only the 
first 4 inches of each drill run would result in lower variation throughout the drillings and 
provide a better representation of each drilled block. Seen here are results from 3 old 
drillings and the results after reanalyzing the data: 
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Table 5 - 287 psi original drilling results 

 

Table 6 - 287 psi updated drilling results 

 
 

Table 7 - 375 psi original drilling results 

 

Table 8 - 375 psi updated drilling results 

 
 

Table 9 - 673 psi original drilling results 

 
 

Description T (in-lbs) F (lbf)

Average 121.2 49.9

Maximum 212.5 70.1

Minimum 58.1 27.2

Std. Deviation 33.3 7.8

CV 0.275 0.157

Final Results - 287psi - Wet

Description T (in-lbs) F (lbf)

Average 96.9 87.7

Maximum 130.1 116.2

Minimum 63.4 65.6

Std. Deviation 13.1 11.5

CV 0.136 0.131

Final Results - 287psi - Wet

Description T (in-lbs) F (lbf)

Average 230.6 28.8

Maximum 420.4 100.3

Minimum 118.5 6.3

Std. Deviation 67.2 17.1

CV 0.291 0.595

Final Results -375psi - Wet

Description T (in-lbs) F (lbf)

Average 189.2 83.8

Maximum 368.3 127.1

Minimum 114.2 23.4

Std. Deviation 54.6 27.3

CV 0.289 0.326

Final Results -375psi - Wet

Description T (in-lbs) F (lbf)

Average 521.5 124.8

Maximum 849.2 245.9

Minimum 211.6 36.4

Std. Deviation 131.3 52.4

CV 0.252 0.420

Final Results - 673psi - Wet
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Table 10 - 673 psi updated drilling results 

 
 
As evident from all 3 reanalyzed drillings, the variation was reduced for both torque and 
crowd.  Note, the crowd variation was decreased the most by reanalyzing the data.   
 
During the drilling process, 12 readings per revolution were recorded and used to 
provide an average torque and crowd value for each depth increment which was 
determined by the penetration rate setting.  Averages were taken for each revolution to 
compensate for bending effects.  As stated earlier, gauges of each type were only 
placed in two locations, 180 degrees apart.  This led to bending that was not 
compensated for in every possible direction.  Therefore, readings created a sinusoidal 
wave pattern as the bit rotated seen in Figure 12.    
 

 
Figure 12 – Real-time readings showing sinusoidal wave pattern 

 
By taking the average of a full rotation, peaks and valleys of the sine waves offset one 
another and provided an average that accounted for a variable degree of bending 
during a full revolution.  The pink and red lines are for strain gauges that record the 
crowd.  It was noticed during drilling that the bit typically put one side of the rod in 
constant tension and the other in constant compression and that torque affected both 
axial force gauges.  However, it was confirmed in the calibration process that torque 
effects are equally applied to both gauges and offset one another.  Additionally, axial 

Description T (in-lbs) F (lbf)

Average 421.0 109.4

Maximum 587.2 230.1

Minimum 209.0 45.7

Std. Deviation 73.5 38.4

CV 0.175 0.351

Final Results - 673psi - Wet

Crowd Torque 
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force calibration confirmed that when averaging the tension side and the compression 
side, the opposite forces offset one another, and the average value obtained is highly 
accurate.  Note, because the compressive forces are negative and tensile forces are 
positive, their average produces the actual compressive force applied to the drill bit.  For 
example, the red crowd line is showing approximately -800 lb and the pink crowd line is 
showing approximately 600 lb.  When averaged, the applied force is -100 lb indicating 
the drill rod is being compressed by 100 lb of force.  The torque rosettes were designed 
to compensate for applied axial forces and only report the actual torque being applied.  
Therefore, both torque lines, blue and green, nearly plot on top of one another and are 
only separated by bending effects, which are compensated for when an average is 
taken using both lines. 
 
After each drilling was complete, all of the averages obtained at each depth increment 
were then combined to produce a final average that represents both torque and crowd 
for the entire length of drilling.  This results in hundreds to thousands of data points 
obtained from averaging each rotation, making up the final average which will be used 
in equation development.  Figure 13 displays the average readings for torque and crowd 
taken per revolution and plotted versus depth for a single drilling. 
 

 
Figure 13 - Torque and crowd vs. depth for a single laboratory drilling 

 
From this drilling, the average torque and crowd displayed in the statistics box are used 
with the other drilling parameters, also displayed, to report a single data point versus 
compressive strength, qu.  For instance, the compressive strength, 1,683.7 psi,  was 

 

d (in) N (rpm) u (in/rev)

6 20 0.4

Description T (in-lbs) F (lbf)

Average 2276.20 1505.40

Maximum 2659.53 1849.40

Minimum 840.00 1177.10

Std. Dev. 152.44 151.70

CV 0.07 0.10

Final Results - 1683.7 psi
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obtained from unconfined compression testing on three to six cylinders casted from the 
same mix as the large Gatorock block that was drilled (three cylinders are also tested in 
split tension).  This was the method used for all drillings to develop a new drilling 
equation using a rock auger bit type in a drilling medium representative of Florida 
limestone. 
 
The following tables illustrate all drillings that were planned to meet the requirements of 
the scope; followed by the actual strengths that were recorded for each designated 
drilling: 
 

Table 11 - Projected strengths (20 RPM) 

20 RPM 

Penetration 
Rate (in/rev) 

4.5" bit 6" bit 

Strength (psi) Strength (psi) 

0.008 140 280 556 1,667 140 280 556 1,667 

0.014 140 280 556 1,667 140 280 556 1,667 

0.02 140 280 556 1,667 140 280 556 1,667 

 
Table 12 - Actual strengths (20 RPM) 

20 RPM 

Penetration 
Rate (in/rev) 

4.5" bit 6" bit 

Strength (psi) Strength (psi) 

0.008 135.4 281.5 498.7 1,548.9 135.4 273.9 498.7 1,548.9 

0.014 135.4 296.4 650.6 1,601.2 135.4 282.1 622.6 1,601.2 

0.02 135.4 279.4 601.9 1,683.7 135.4 279.4 601.9 1,683.7 

 
Table 13 - Projected strengths (40 RPM) 

40 RPM 

Penetration 
Rate (in/rev) 

4.5" bit 6" bit 

Strength (psi) Strength (psi) 

0.008 140 280 556 1,667 140 280 556 1,667 

0.014 140 280 556 1,667 140 280 556 1,667 

0.02 140 280 556 1,667 140 280 556 1,667 
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Table 14 - Actual strengths (40 RPM) 

40 RPM 

Penetration 
Rate (in/rev) 

4.5" bit 6" bit 

Strength (psi) Strength (psi) 

0.008 135.0 273.9 486.6 1,637.7 135.0 295.1 545.2 1,637.7 

0.014 135.0 284.7 545.2 1,514.2 135.0 284.7 486.6 1,514.2 

0.02 135.0 317.9 626.5 1,601.0 135.0 281.5 622.6 1,601.0 

 
In addition to the 48 planned drillings to meet the project scope, 33 extra drillings at 
various strengths and drilling parameters (rate, torque, etc.) were also performed.  This 
provided a total of 81 recorded drilling data points used to develop the field prediction 
equation.   
 
It is was also discovered that as Gatorock block production was coming to an end, the 
researchers would be two blocks short to provide all the required data points to meet 
the project scope.  It was then decided that for the lower end projected strength of 140 
psi, these blocks would be drilled using an incremental method.  For a specified design 
strength (i.e., 135.4 psi), one side of the block would be drilled using the 4.5” bit, 40 
RPM and use a different penetration rate for each 4 inch increment of drilling. 
Previously researchers determined that each drill run should be approximately four 
inches for the most undisturbed result.  Typically, the penetration rate is held constant 
throughout drilling and the three increments of the drilled block are averaged. However, 
due to the shortage of blocks, not all proposed drillings were possible using this method. 
Therefore the final four blocks were drilled using the following method: the first four 
inches used the slowest penetration rate, the second four inch drill run used the middle 
penetration rate and the final four inch drill run used the fastest penetration rate. The 
block was then flipped and the same procedure took place using the 6” bit.  The second 
available block was then drilled using the same procedure but with the 20 RPM setting.  
By doing this, all needed data points for the designated strengths were collected using 
only two blocks instead of six blocks.  With the remaining two blocks the same 
procedure was performed, reversing the order of penetration rates (i.e., penetration 
rates in the following order: Fastest, middle, and slowest).  Not only did this method 
provide all the needed drillings but it also provided a means to compare drilling 
parameters at the same exact strength.  As seen in Table 11 through Table 14, the 
strengths are not identical.  The increase or decrease in various block strength affected 
the recorded parameters, torque and crowd, used in the comparison.  Using multiple 
drilling parameters for the same block provided direct comparison of the recorded 
drilling parameters, torque and crowd, at the same specified strength.  This provided 
comparisons similar to Karasawa’s methods in 2002.  The incremental method is 
recommended if future drillings are to take place.  A far larger number of design 
strengths could be drilled using the same amount of material used in this project.  
Typically averages from each four inch drill run were very similar.   
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The following two tables display all recorded drillings with all parameters, controlled and 
measured, grouped by bit diameter: 

 
Table 15 - Recorded drillings (4.5” bit) 

 

qu (psi) qt(psi) T (in-lbs) F (lbf) N (rpm) u (in/min) d (in)

135.0 19.3 38.08 32.52 40 0.32 4.5

135.0 19.3 49.5 62.71 40 0.56 4.5

135.0 19.3 58.28 53.07 40 0.80 4.5

135.4 19.3 61.31 89.06 20 0.16 4.5

135.4 19.3 96.39 102.63 20 0.28 4.5

135.4 19.3 108.88 126.55 20 0.40 4.5

145.9 20.1 87.46 145.60 20 0.16 4.5

145.9 20.1 96.39 72.49 20 0.28 4.5

145.9 20.1 130.14 79.16 20 0.40 4.5

155.4 21.2 59.31 60.29 40 0.32 4.5

155.4 21.2 81.66 80.49 40 0.56 4.5

155.4 21.2 81.88 70.63 40 0.80 4.5

250.4 N/A 202.60 101.05 40 0.80 4.5

258.2 N/A 215.65 108.91 40 0.56 4.5

273.9 52.9 159.66 84.00 40 0.32 4.5

279.4 85 204.19 85.82 20 0.40 4.5

281.5 93.4 133.40 73.89 20 0.16 4.5

284.7 74.95 134.88 75.46 40 0.56 4.5

287.0 N/A 96.90 87.70 40 0.56 4.5

287.3 N/A 215.70 98.92 40 0.80 4.5

287.5 N/A 299.78 225.49 40 0.80 4.5

296.4 N/A 175.51 77.99 20 0.28 4.5

296.4 N/A 216.72 78.68 20 0.40 4.5

297.8 N/A 118.99 106.11 40 0.80 4.5

306.2 81.5 96.59 68.37 40 0.32 4.5

310.9 N/A 117.77 86.36 40 0.32 4.5

317.9 86.6 253.26 60.00 40 0.80 4.5

375.0 N/A 189.00 83.80 40 0.56 4.5

398.6 N/A 239.10 121.97 40 0.80 4.5

486.6 96.4 229.42 71.76 40 0.32 4.5

498.7 117.5 259.36 62.11 20 0.16 4.5

545.2 110.7 338.71 62.52 40 0.56 4.5

601.9 111.1 424.50 51.42 20 0.40 4.5

626.5 117 475.10 75.20 40 0.80 4.5

650.6 N/A 416.04 58.29 20 0.28 4.5

673.0 N/A 421.00 109.40 40 0.56 4.5

695.9 N/A 460.08 115.10 40 0.80 4.5

1514.2 323.7 1481.86 602.61 40 0.56 4.5

1548.9 306.3 1280.44 502.05 20 0.16 4.5

1601.0 334.4 1608.18 726.58 40 0.80 4.5

1601.2 306.6 1362.35 477.49 20 0.28 4.5

1637.7 324.9 1242.50 468.74 40 0.32 4.5

1683.7 288.6 2109.51 907.64 20 0.40 4.5
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Table 16 - Recorded drillings (6”) 

 
 
As previously stated there were a total of 81 recorded drillings completed.  From the 81 
drillings, there were 81 compressive strength, qu, values and 64 tensile strength, qt, 
values available for analyses.  Of the 81 qu values, 43 were drilled using the 4.5” bit and 
38 were drilled using the 6” bit.  Of the 64 qt values, 29 were drilled using the 4.5” bit 
and 35 were drilled using the 6” bit.  The fewer amount of qt values was a result of not 
enough cylinders available for split tension testing due to changes in drilling dates in the 
early stages of laboratory drillings (i.e., split tension cylinders had to be used for 

qu (psi) qt(psi) T (in-lbs) F (lbf) N (rpm) u (in/min) d (in)

135.0 19.3 72.2 45.02 40 0.32 6.0

135.0 19.3 104.38 38.96 40 0.56 6.0

135.0 19.3 118.86 50.21 40 0.80 6.0

135.4 19.3 130.59 31.53 20 0.16 6.0

135.4 19.3 174.79 37.14 20 0.28 6.0

135.4 19.3 212.03 50.59 20 0.40 6.0

145.9 20.1 136.52 79.10 20 0.16 6.0

145.9 20.1 185.89 110.50 20 0.28 6.0

145.9 20.1 192.37 117.18 20 0.40 6.0

155.4 21.2 89.49 56.12 40 0.32 6.0

155.4 21.2 122.43 87.10 40 0.56 6.0

155.4 21.2 163.63 103.83 40 0.80 6.0

273.9 52.9 264.09 143.94 20 0.16 6.0

277.4 N/A 183.62 93.61 40 0.80 6.0

279.4 85 335.56 181.36 20 0.40 6.0

281.5 93.4 331.97 178.66 40 0.80 6.0

282.1 63.5 312.92 168.05 20 0.28 6.0

284.7 74.95 218.59 118.36 40 0.56 6.0

295.1 N/A 186.32 92.93 40 0.32 6.0

306.2 81.5 205.06 117.08 20 0.16 6.0

306.9 87.3 337.24 167.36 40 0.56 6.0

317.9 86.6 370.66 200.31 20 0.40 6.0

341.1 N/A 302.32 100.20 40 0.80 6.0

398.6 N/A 327.21 81.80 40 0.80 6.0

431.2 130.8 602.15 328.76 40 0.80 6.0

485.8 118 469.84 143.12 40 0.80 6.0

486.6 96.4 431.32 279.93 40 0.56 6.0

498.7 117.5 467.11 265.93 20 0.16 6.0

545.2 110.7 384.46 251.09 40 0.32 6.0

601.9 111.1 633.66 336.82 20 0.40 6.0

622.6 127.2 701.96 410.18 20 0.28 6.0

622.6 127.2 763.82 452.34 40 0.80 6.0

1514.2 323.7 1877.34 1270.55 40 0.56 6.0

1548.9 306.3 1540.39 1108.69 20 0.16 6.0

1601.0 334.4 2216.50 1356.75 40 0.80 6.0

1601.2 306.6 1643.32 643.36 20 0.28 6.0

1637.7 324.9 1475.19 1062.80 40 0.32 6.0

1683.7 288.6 2277.91 1505.40 20 0.40 6.0
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compression testing the day of drilling as the planned drilling date was pushed back 
from 14-day drilling to a later date). 
 

2.3 Lab Data Analyses 

Once all of the laboratory drillings were complete, an analysis of each drilling parameter 
took place.  The analysis included investigating the effects of bit diameter on applied 
crowd and torque forces, the crowd and torque relationship, the effects of rotational 
speed and penetration rate on torque and crowd, and the relationship of torque and 
crowd with compressive and tensile strengths.   
 
2.3.1 qu vs. qt 

The first step to the analyses was to compare recorded qu values vs. recorded qt values 
to look for trending of the material tested.  The following plot provides this comparison 
using a linear fit equation and 2nd order polynomial fit equation to describe the trending 
(Both had their intercepts set to zero): 
 

 
Figure 14 - qu vs. qt plot with linear and 2nd order polynomial curve fitting  

As seen from the plot, the trending is quite linear.  However the second order 
polynomial does a better job of describing the variability as it has the higher R2 value 
(0.9774 > 0.9737).  From the results it was confirmed that Gatorock mixing and material 
formation was quite consistent throughout all the laboratory tests.   
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2.3.2 Effects of Bit Diameter 

The next step in the analyses was to compare how changes in bit diameter affected 
torque and crowd.  For this analyses; recorded torque and crowd measurements were 
compared using variable strengths, compressive and tensile, of Gatorock blocks drilled 
using the same rotational speeds, N, and penetration rates, u.  By comparing in this 
manner, researchers removed the influence of variable penetration rates and rotational 
speeds.  This provided direct analyses of the influence bit diameter had on recorded 
torque and crowd measurements compared to their compressive and tensile strengths.  
The influence of bit diameter was a major concern for transitioning to monitoring in the 
field where bit diameters are greatly up-scaled (i.e., 4.5” – 6” compared to 36” – 60”).  
The following plots provide the basis of the analyses (The small dashed trend lines are 
for the 4.5” bit, the larger dashed lines are for the 6” bit and the solid line is for both bits 
showing the overall curve fit.): 
 

 
Figure 15 - Torque vs. compressive strength (N = 20 rpm, u = 0.16 in/min) 
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Figure 16 - Force vs. compressive strength (N = 20 rpm, u = 0.16 in/min) 

 

 
Figure 17 - Torque vs. tensile strength (N = 20 rpm, u = 0.16 in/min) 
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Figure 18 - Force vs. tensile strength (N = 20 rpm, u = 0.16 in/min) 

 

 
Figure 19 - Torque vs. compressive strength (N = 20 rpm, u = 0.28 in/min) 
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Figure 20 - Force vs. compressive strength (N = 20 rpm, u = 0.28 in/min) 

 

 
Figure 21 - Torque vs. tensile strength (N = 20 rpm, u = 0.28 in/min) 
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Figure 22 - Force vs. tensile strength (N = 20 rpm, u = 0.28 in/min) 

 

 
Figure 23 - Torque vs. compressive strength (N = 20 rpm, u = 0.40 in/min) 
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Figure 24 - Force vs. compressive strength (N = 20 rpm, u = 0.40 in/min) 

 
Figure 25 - Torque vs. tensile strength (N = 20 rpm, u = 0.40 in/min) 
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Figure 26 - Force vs. tensile strength (N = 20 rpm, u = 0.40 in/min) 

 

 
Figure 27 - Torque vs. compressive strength (N = 40 rpm, u = 0.32 in/min) 
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Figure 28 - Force vs. compressive strength (N = 40 rpm, u = 0.32 in/min) 

 

 
Figure 29 - Torque vs. tensile strength (N = 40 rpm, u = 0.32 in/min) 
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Figure 30 - Force vs. tensile strength (N = 40 rpm, u = 0.32 in/min) 

 

 
Figure 31 - Torque vs. compressive strength (N = 40 rpm, u = 0.56 in/min) 
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Figure 32 - Force vs. compressive strength (N = 40 rpm, u = 0.56 in/min) 

 

 
Figure 33 - Torque vs. tensile strength (N = 40 rpm, u = 0.56 in/min) 
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Figure 34 - Force vs. tensile strength (N = 40 rpm, u = 0.56 in/min) 

 

 
Figure 35 - Torque vs. compressive strength (N = 40 rpm, u = 0.80 in/min) 
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Figure 36 - Force vs. compressive strength (N = 40 rpm, u = 0.80 in/min) 

 

 
Figure 37 - Torque vs. tensile strength (N = 40 rpm, u = 0.80 in/min) 
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Figure 38 - Force vs. tensile strength (N = 40 rpm, u = 0.80 in/min) 

 
As displayed in the provided plots, it is clear that bit diameter does affect torque and 
crowd as was expected.  The plots also illustrate that crowd is more affected by bit 
diameter than torque.  When comparing the data independently of bit diameter (a single 
equation for both bit diameters) the average R2 = 0.960 for torque vs. qu, R2

 = 0.791 for 
crowd vs. qu, R2 = 0.951 for torque vs. qt, and R2 = 0.800 for crowd vs. qt.  This validates 
that the variability of torque is more accurately described by a single equation than the 
variability of crowd as bit diameters changes. 
 
2.3.3 Increasing Force and Torque Relationship 

Investigated next, was how crowd increased with torque independent of the strength of 
material.  This was done by plotting recorded crowd measurements vs. their respective 
recorded torque measurement.  Two plots were created, one for the 4.5” bit and one for 
the 6” bit.  This was done to see if crowd increases with torque at a different rate when 
using different bit sizes.  The two plots are provided here: 
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Figure 39 - Crowd vs. torque (4.5” bit) with linear and 2nd order polynomial curve fitting 

 

 
Figure 40 - Crowd vs. Torque (6” bit) with linear and 2nd order polynomial curve fitting 
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It can be seen that crowd does increase at a higher rate as torque increases using a 
larger bit diameter.  Also of interest is the linear trending of crowd increase with respect 
to torque.  As bit diameter increased, the trend became more linear.  This was 
confirmed by the larger R2 value for the 6” bit (R2 = 0.9536 > R2 = 0.9196).  These 
factors were considered for the development of the final equation for field prediction. 
 
2.3.4 Torque and Force vs. Penetration Rate per Rotational Speed Ratio (u/N) 

After comparing crowd versus torque, researchers then investigated penetration rate 
per rotational speed, u/N, plotted vs torque and crowd.  This was similar to comparisons 
made by Karasawa in 2002.  However, researchers did not use the normalization that 
Karasawa used (u/N vs. T was used instead of Karasawa’s u/N vs. 8T/d2 comparison).  
This was done to eliminate a bias toward a specific equation moving forward in the 
development of a final field prediction equation.  The research needed to consider all 
options and not just Karasawa’s equation; therefore torque and crowd were compared 
to the u/N ratios directly without normalization.   
 
When comparisons began it was noticed that strength increases/decreases between 
groupings used provided a poor result (i.e., using 270 psi, 290 psi and 310 psi with the 
same u/N ratio provides a poor result because of the changes in compressive strength).  
Therefore, the low end 140 psi drillings were used for these comparisons.  The 140 psi 
range blocks were drilled using three different penetration rates per block side.  This 
provided a means to investigate the trends of u/N vs. torque and crowd without changes 
in compressive strength affecting the results.  These comparisons can be seen in Figure 
41 through Figure 44: 
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Figure 41 - Torque vs u/N (4.5” bit) 

 

 
Figure 42 - Crowd vs u/N (4.5” bit) 

 



 
 
  
 

43 
 
 
 

 
Figure 43 - Torque vs u/N (6” bit) 

 

 
Figure 44 - Force vs u/N (6” bit) 
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From the provided plots a few trends were noticed: 
 

 Torque and Crowd both show increasing values as the u/N ratio increases 

 Lower rotational speeds provide larger torques.  This was noticed for both bit 
diameters where the 40 RPM drillings produced the lowest torques.  The highest 
strength block, 155.5 psi, drilled at 40 RPMs produced a lower torque average 
than the 135.4 psi block drilled at 20 RPMs.  This trend was seen in both the 4.5” 
and 6” bit diameter plots. 

 Trends of torque increasing as rock strength increases are seen in both plots as 
was expected 

 Crowd increases show greater variability with respect to increases in rock 
strength. 
 

2.3.5 Torque and Crowd vs. Compressive and Tensile Strengths 

After investigating the results of u/N vs. torque and crowd plots, researchers then 
looked for trends when comparing all torque and crowd measurements vs. the 
respective compressive and tensile strengths of the drilled blocks.  If trending of the 
previous analyses is correct, crowd should show more variability than torque when 
compared to compressive and tensile strengths.  These comparisons can be seen here 
(Note: linear fit – dashed line, 2nd order polynomial fit – solid line): 
 

 
Figure 45 - Torque vs compressive strength with linear and 2nd order polynomial curve 

fitting 
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Figure 46 - Crowd vs compressive strength with linear and 2nd order polynomial curve 

fitting 
 

 
Figure 47 - Torque vs tensile strength with linear and 2nd order polynomial curve fitting 
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Figure 48 - Crowd vs tensile strength with linear and 2nd order polynomial curve fitting 

 
As expected, crowd displayed far more variability than torque when compared to 
compressive and tensile strength independent of rotational speed, penetration rate and 
bit diameter.   
 
From all the previous analyses, conclusions were drawn for torque and crowd: 
 
Torque: 
 

 Shows less dependency on bit diameter 

 Shows a strong trend with rotational speed  

 Shows a good trend with penetration rate 

 Shows good trending when compared to compressive and tensile strength 
independent of all other drilling parameters 

 
Crowd: 
 

 Shows more dependency on bit diameter 

 Shows a poor trend with rotational speed 

 Shows a decent trend with penetration rate 

 Shows decent trend compared to compressive and tensile strengths independent 
of all other drilling parameters 
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From these conclusions it can be stated that torque is a far more reliable drilling 
parameter than crowd when it comes to predictability.  As field equations were 
developed, this was considered for reliability of prediction.  It was identified that any 
developed field equations will need to be free of bit size dependency as upscaling bit 
diameters will play a major role.  As was noticed, crowd is far more dependent on bit 
size and provides less reliability compared to all drilling parameters.  Therefore, a 
desirable field equation will place less emphasis on crowd and bit diameter and focus 
more on torque, rotational speed and penetration rate.  The following section provides 
the finalized Ds vs qu and Ds vs qt curves based on Karasawa’s drilling equations 
developed in 2002. 
 
2.3.6 Developed Ds vs. qu and Ds vs. qt Curves 

Once all lab drillings were completed and the data reduced, the finalized Ds vs. qu and 
Ds vs. qt curves were created.  The drillability strength Ds was derived from Karasawa’s 
equation developed in 2002, displayed here: 
 

Ds =
64NT2

Fud3 ……………………………………………………………Eq 1 

 
 Both curves are presented here with bit sizes analyzed independently and dependently 
(i.e., an equation and curve fit developed for each bit size and as a whole): 
 

 
Figure 49 - Ds vs qu plot  
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Figure 50 - Ds vs qt plot  

 
From the developed curves it can be seen that Karasawa’s equations are highly 
dependent on the diameter of the bit.  Curve fitting shows good trending for each bit 
diameter independently from one another but poor trending using a single equation to 
define all of the drillings.  This can also be seen in his report from 2002: 
 

Table 17 - Karasawa’s effect of bit diameter on Is, Se, and Ds (2002b report) 

 
 
From Karasawa’s report it was stated, “The drilling tests, using new insert bits with 
different diameters, were not intended to clarify the complete effect of bit diameter on 
the rock drillability systematically. Rather the objective of these tests was to 



 
 
  
 

49 
 
 
 

demonstrate one example of how bit diameter affects Is, Se, and Ds”.  This is likely due 
to Karasawa’s experiments using bit diameters that were representative of field drilling 
conditions where no up-scaling would be required.  As for the purposes of this research 
application, Karasawa’s equations would not be an ideal option moving forward in 
developing field predictability equations.  As stated in the scope, researchers also 
investigated other various methods for analysis.  The most promising of these equations 
came from Teale’s work completed in 1965.   
 
2.3.7 Development of e vs. qu Curve using Teale’s Equations, 1965 

In Teale’s report, The Concept of Specific Energy in Rock Drilling, he states that in 
rotary non-percussive drilling, work is done by the thrust, F, and the torque, T.  If the 
rotational speed is N, the area of the hole or excavation is A, and the penetration rate is 
u (all using the standard units researchers have been using), the total work done in one 
minute is: 
 

W = Fu + 2πNT…………………………………………………..…Eq 2  

 
The volume of rock excavated in one minute is Au where A is cross-sectional area and 
u is change in penetration depth. 
 
Putting e as the specific energy, dividing work by volume, gives 
 

e =
F

A
+ (

2π

A
) (

NT

u
)……………………………………………………Eq 3 

 
Using subscripts t and r to denote the “thrust” and “rotary” components of e, 
 

et = (
F

A
)………………………………………………………………Eq 4 

and, 
 

er = (
2π

A
) (

NT

u
)……………………………………………………….Eq 5 

 
Note that Teale states that the thrust component, (F/A), is equivalent to the mean 
“pressure” exerted by the thrust over a cross-sectional area of the hole.  Specific energy 
is, in fact, dimensionally identical with pressure or stress.  (Physically this arises from 
the fact that if a force F acting on and normal to a surface of area A moves through a 
distance ds, the increment of work done, dW, is equal to Fds. The volume change 
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effected by the movement, dV, is Ads. If e is the specific energy at any point, then e = 
dW/dV = F/A = P, the pressure at that point.).  For a given size of excavation, A is 
constant so that et is directly proportional to F. It is always small in comparison with er, 
i.e., sometimes negligible. 
 
Teale’s note where he states the thrust component is always small in comparison with 
the torque component makes sense when applying it to field drilling.  From 
conversations with multiple rig operators, all of them stated that one should always let 
the torque to do the work.  This was also noticed and recorded during pilot project field 
monitoring as well. In the field, penetration rates are rarely consistent.  However, 
rotational speeds are almost always held at a consistent rate (not an exact rate).  This is 
because the rig operators will “work” the rock first before advancing the bit.  This allows 
the torque to provide the cutting action and prevents overcrowding of the bit and 
possible stall or snapping of the Kelly bar.  Teale’s equation fundamentally makes 
sense placing more emphasis on the parameters that are providing the majority of the 
work.  Also of interest, it has been witnessed in the field that sometimes rig operators 
will fracture a rock layer without using rotation or torque.  They simply pound the rock 
layer using crowd until it is fractured.  Researchers believe this is not a recommended 
method, but Teale’s equation would compensate for a zero rotary component by placing 
all the work done on the thrust component (an index value would still be obtained 
without a torque or rotation component; this would not be possible with Karasawa’s 
equations).  Teale’s equation also provides less bit diameter dependency than 
Karasawa’s equation.  The bit diameter is squared for Teale’s equation and cubed for 
Karasawa’s equation.  This is because Teale only uses bit dimeter to define the area of 
the excavation whereas Karasawa places additional emphasis on bit diameter. The 
following are the developed specific energy vs compressive strength plot, e vs. qu and 
the specific energy vs. split tension strength plot, e vs. qt: 
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Figure 51 - Specific energy vs compressive strength  

 

 
Figure 52 - Specific energy vs tensile strength  

 
A seen in both figures, plotting specific energy vs. compressive and tensile strength 
provided a better result than Karasawa’s drillability equations when analyzing both bit 
sizes separately and as a whole.  Comparing R2 values for both compressive and 
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tensile strengths, Teale produced the better fit, thus explaining more of the variation (R2 
= 0.8529 > 0.5854 for compressive, R2 = 0.8432 > 0.576 for tensile). 
 
2.3.8 Comparing Teale and Karasawa 

After comparing Teale and Karasawa’s equations on the basis of bit diameter, 
comparisons were then made on the basis of rotational speed and penetration rate.   
 
2.3.8.1 Comparisons Based on Rotational Speed 

The following provides comparison of Karasawa’s and Teale’s equations based on 
rotational speed groupings (i.e., 20 RPM drillings are grouped together and 40 RPM 
drillings are grouped together, regardless of bit diameter or penetration rate. Note: the 
small dashed lines are for 20 RPM, the large dashed lines for 40 RPM and the solid 
lines for both): 
 

 
Figure 53 - Ds vs qu (grouped by rotational speeds) 
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Figure 54 - e vs qu (grouped by rotational speeds) 

 

 
Figure 55 - Ds vs qt (grouped by rotational speeds) 
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Figure 56 - e vs qt (grouped by rotational speeds) 

 
In comparing the two equations based on rotational speed groupings, it is evident (R2) 
that Teale’s equation is superior in describing the variability. 
 
2.3.8.2 Comparisons Based on Penetration Rates 

The next comparison shows groupings based on penetration rates for each rotational 
speed (This was done to reduce the plots from being far to cluttered with 6 different 
penetration rates).  The comparisons can be seen here (Note: curve equations and R2 
values for all penetration rates combined are displayed atop the legend): 
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Figure 57 - Ds vs qu (grouped by penetration rates for 20 RPM drillings) 

 

 
Figure 58 - e vs qu (grouped by penetration rates for 20 RPM drillings) 
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Figure 59 - Ds vs qu (grouped by penetration rates for 40 RPM drillings) 

 

 
Figure 60 - e vs qu (grouped by penetration rates for 40 RPM drillings) 
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Figure 61 - Ds vs qt (grouped by penetration rates for 20 RPM drillings) 

 

 
Figure 62 - e vs qt (grouped by penetration rates for 20 RPM drillings) 
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Figure 63 - Ds vs qt (grouped by penetration rates for 40 RPM drillings) 

 

 
Figure 64 - e vs qt (grouped by penetration rates for 40 RPM drillings) 

 
From the provided comparisons, again it is evident that Teale’s equation is superior 
when grouping results by penetration rates.   
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From all comparisons between the 2 developed equations, it is apparent that Teale’s 
equation is superior to Karasawa’s equation for describing variability of the results 
based on bit diameter, rotational speed and penetration rate.  Moving forward it 
appeared Teale’s equation would likely be the equation that provided the best results.   
 
It is important to note that predicting both qu and qt was needed to use the 
recommended skin friction equation from the FDOT’s Soils and Foundations Handbook, 
SFH, developed by McVay et al. (1992).  The equation is presented here: 
 

fs = 1
2⁄ × qu

0.5 × qt
0.5……………………………………………...Eq 6 

 
Using both qu and qt to calculate skin friction allows for adjustments to be made based 
on material formation, qt/qu.  Johnson’s criteria (1985), explains that the qt/qu ratio for 
various geomaterials is not the same.  For example, Johnston’s findings showed the 
split tension strength for carbonate materials, such as limestone and dolomite, is higher 
than that of lithified argillaceous materials, such as clay and mudstone, with the same 
compressive strength.  Therefore, it was assumed that some form of qt adjustment 
would be needed to accurately predict skin friction in the field; as the material formation, 
qt/qu, of concrete provides greater tensile strength compared to limestone with the same 
compressive strength (Anoglu, 2006).  Since Gatorock was designed as a CLSM, a 
form of concrete, the assumption seemed reasonable.  Johnston’s criteria will be 
discussed in detail in Section 3.5. 
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CHAPTER 3 PRELIMINARY MONITORING OF FIELD DRILLING (PILOT 
PROJECTS) 

3.1 Development of Equipment for Shaft Installation Monitoring in Real Time 

In addition to a thorough laboratory investigation, field monitoring equipment was 
needed to monitor shaft installations in the field.  However, information regarding the 
types of drill rigs and tooling used for shaft installations in Florida was scarce. It was 
important to understand what was being used in the field before developing equipment 
to mount on the drill rig and monitor the shaft installations.  Therefore, an investigation 
took place to provide more insight.  The following section briefly covers the 
investigation. 
 
3.1.1 Surveying Florida Contractors and District Geotechnical Engineers 

In order to gain a better understanding of what types of drill rigs and tooling were being 
used in the field to install drilled shafts; a survey was created and presented to leading 
contractors and district geotechnical engineers from Florida, Alabama, and Georgia that 
practice in the state of Florida.  The intent of the survey was to develop a better 
understanding of drilled shaft equipment, as well as typical operating parameters of the 
rigs used in Florida.  From the results of the survey, field monitoring equipment would 
be developed to create a monitoring system capable of being used on a variety of rig 
types.  The following is a summary of the survey results: 
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Table 18 - Summary of the drilled shaft survey results 

 
 
From the compiled data, a trend toward the use of hydraulic powered rigs was 
observed. Also observed was that for European rigs where efficiency in drilling is 
important, hydraulically powered rigs are more prevalent. The results also showed that 
recorded monitoring is rare and typically only found in European rigs (used for 
efficiency).  Therefore, a monitoring system would be needed to record drilling 
parameters torque, crowd, rotational speed, and penetration rate. 
 
3.1.2 Monitoring Equipment  

After a thorough investigation, two monitoring systems were compared.  A system built 
from the ground up by UF researchers and a commercially available system produced 
by Jean Lutz.  The following comparisons were made: 
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Table 19 - Field monitoring system comparison 

Jean Lutz System UF Developed System 

All products from same vendor and 
designed for drilled shaft monitoring with 
30+ years of experience backing them.   

Will consist of multiple products from 
various vendors, none were specifically 
designed for this type of application. 

Requires minimal programming to get the 
system to operational status. 

Programming time is unknown, estimated 
to be several months. 

Top and bottom hole parameters can be 
recorded through the same junction box.  
Rock strength and strain equations can 
be preloaded into software by Jean Lutz.  
Real time visuals only available on BAP, 
cannot be seen on computer in real time. 

Top and bottom hole parameters will be 
recorded through same junction box.  All 
equations will be programmed by 
researchers.  Real time visuals will be 
available.  Can be programmed to be an 
executable program. 

Technical support is available for 
troubleshooting problems. 

Technical support available from vendor 
of each separate component.   

Experienced field technicians available 
for rig installation, calibration and training. 

Installation and calibration will be done by 
researchers.  (Instructions will be 
provided in Final Report) 

All sensors have an IP66 rating.   Rotation and depth sensors have IP50 
rating.  Torque and crowd sensors have 
and IP65 rating.  Most sensors will 
require waterproof housing. 

Mounting equipment included with 
diagrams available. 

Mounting equipment will need to be 
designed and manufactured. 

No sensor/control module compatibility 
issues. 

Possible compatibility issues due to 
various vendor’s products being used. 

Graphical results built into software.  Not 
available on computer in real time. 

Graphical results will need to be 
programmed into software.  Could be 
available on computer in real time. 

Void and decompressed zone detection 
built in. 

N/A 

Versatile system that could be used for 
different future project applications.  (i.e., 
driven piles, vibrodriving, etc.) 

Will strictly be used for drilled shaft 
monitoring. 

 
From the comparative analysis, it was decided to acquire the Jean Lutz monitoring 
system, Figure 65. 
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Figure 65 - Jean Lutz monitoring system. 

With the Jean Lutz monitoring equipment acquired, the focus of the research turned to 
field monitoring.  The field investigation began by monitoring drilled shaft projects where 
load testing was planned.  The remainder of this chapters covers the research effort and 
findings from the preliminary field monitoring trials, termed “pilot projects”. 
 

3.2 Pilot Project Overview 

During the course of the research project, two field monitoring opportunities were 
presented which provided the first field monitoring trials (pilot projects).  The locations 
were in Quincy, Florida (Little River Bridge) and Jacksonville, FL (Overland Bridge), 
where each location had planned drilled shaft installations with subsequent load testing.  
In addition, all the test shafts were instrumented with strain gauges along their length to 
assess skin friction by layer.  This provided a means to directly compare the estimated 
shaft capacity, obtained from monitoring, with the actual measured capacity, using 
conventional load test methods, over specified portions of the shaft.  Additionally, each 
location used a different type of load testing, O-cell testing at Little River and Statnamic 
testing at Overland.  This in combination with the static load test (Kanapaha), discussed 
in Chapter 4, provided direct comparative data from three of the most conventional load 
testing methods used throughout the state. This also provided field monitoring with 
three variations in the following categories: location, shaft diameter, drill rigs used to 
install the shafts, drilling crews, drill bits and drill bit tooth configurations. These variable 
drilling parameters provided great insight as to how laboratory drilling equations held up 
when drilling conditions and rig configurations change.  The remainder of this chapter 
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will mostly focus on the Little River monitoring as more comparative data was able to be 
obtained.  However, results from both locations are provided where a rock auger bit was 
used to drill through limestone. 
 

3.3 Little River 

From the available comparable data provided by the O-cell results at Little River, a 33 
foot section (Elevation +45.6’ to +12.6’) of the installed shaft was used for comparison.  
This 33 foot section was used because it was the only portion of the shaft that appeared 
to have been fully mobilized or was approaching mobilization.  This was also a location 
where a rock auger was continuously used and the drilling media was similar to that 
used in the laboratory drillings (i.e., Limestone).  The analysis process and results are 
discussed throughout this section.  The strain gauge load distribution and boring log for 
the O-cell test shaft is provided. 
 

 
Figure 66 - O-cell strain gauge load distribution from Little River 
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Evident from the slopes of the load test results, some of the segments reached failure 
(i.e., parallel) whereas other zones did not.  Of interest are the zones or layers which 
reached failure vs. the predicted capacity from the monitored drilling process. 
 

 
Figure 67 - Little River boring in the footprint of the O-cell test shaft 
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3.3.1 Converting the Raw Data 

When field drilling data was first collected, the units of measure had to be converted to 
match the laboratory drilling data for further analysis.  The rotational speeds did not 
require any conversion and the penetration rate conversion was simply converting from 
ft/hr to in/min.  However, for the torque and crowd conversions, the process required 
taking measures of pressure (obtained by tapping into hydraulic lines) and converting 
them into physical measures (i.e., lbf for force and in-lbs for torque).  This required rig 
specific equations to make the conversions.  These transformation equations were 
provided by IMT rig engineers, since an IMT AF250 drill rig was used.  The following 
displays the raw and converted frequency distributions for each of the monitored drilling 
parameters within the investigated portion of the shaft: 
 

 
Figure 68 - RPM frequency distribution 

 
From the rotational speed frequency distribution two main groupings were noticed; one 
grouping around 11 RPM and the other around 24 RPM.  The lower rotational speed 
grouping was from using 1st gear and the higher rotational speed grouping was from 
using 2nd gear (This was confirmed by an IMT rig specialist).  This was important as 
torque transformation equations are dependent and different based on which gear was 
being used (Only torque requires transformation based on the gear used) by the 
operator during the drilling process.  From conversation with the drill rig operator, it was 
indicated that only 1st and 2nd gears were used (3rd gear available but wasn’t used). 
Therefore, torque transformation was based on only using 1st and 2nd gear.  Also 
noticed was a smaller 3rd grouping around 16 RPM, this was the typical rotational speed 

 

Stats N (RPM)

Average 11.22

Median 10.64

Maximum 24.80

Minimum 7.93

Std. Dev. 2.76

CV 0.25

Count 470
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recorded when shifting between 1st and 2nd gear.  This can be seen in the raw data 
when transitioning occurred between higher and lower rotational speeds: 
 

Table 20 - Rotational speeds for transitioning between gears 

 
 
When transitioning from the higher to lower gear, the rotational speed was typically 16 
RPM and above.  When transitioning from the lower to higher gear, the rotational speed 
was typically 15 RPM and below.  Therefore, torque values with a rotational speed 
below 16 RPM were designated 1st gear and assigned the respective transformation 
equation.  Torque values with a rotational speed above 16 RPM were designated 2nd 
gear and assigned the respective transformation equation.  Determining which gear was 
being used by means of rotational speed was necessary because each gear shift was 
not recorded as researchers were unaware this would be necessary at the time of 
monitoring. 
 
The following provides torque frequency distributions for the raw and converted data 
using all rotational speeds: 
 

N (RPM)

22.58

22.65

22.64

22.04

16.05

10.65

10.49

10.57

10.56

N (RPM)

10.60

10.54

10.51

10.56

15.06

23.64

23.28

24.08

23.88

N (RPM)

10.65

10.54

10.55

9.59

15.77

22.77

24.64

24.55

24.80

N (RPM)

10.68

10.66

10.59

10.23

15.44

22.40

22.20

21.58

21.74
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Figure 69 - Raw data torque frequency distribution 

 

 
Figure 70 - Converted torque frequency distribution 

 
Next, torque frequency distributions are provided for the raw and converted data 
showing the distributions for all rotational speeds and rotational speeds separated 
based on gear selection (represented by rotational speed designation) 

 

Stats T (in-lbs)

Average 711386

Median 655771

Maximum 1621907

Minimum 348615

Std. Dev. 210809

CV 0.30

Count 470

 

Stats T (Bar)

Average 118.10

Median 105.18

Maximum 258.83

Minimum 55.63

Std. Dev. 39.46

CV 0.33

Count 470
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Figure 71 - Raw data torque frequency distribution with rotational speed breakdown 

 

 
Figure 72 - Converted torque frequency distribution with rotational speed breakdown 
 
The following provides frequency distributions for raw data and converted penetration 
rates: 

 

Stats All N > 16 N < 16

Average 118.10 204.50 113.45

Median 105.18 206.99 103.61

Maximum 258.83 251.73 258.83

Minimum 55.63 155.46 55.63

Std. Dev. 39.46 26.12 34.37

CV 0.33 0.13 0.30

Count 470 24 446

Raw Data Torque, T (Bar)

 

Stats All N > 16 N < 16

Average 711386 720365 710903

Median 655771 729151 649238

Maximum 1621907 886747 1621907

Minimum 348615 547633 348615

Std. Dev. 210809 91993 215395

CV 0.30 0.13 0.30

Count 470 24 446

Converted Torque, T (in-lbs)
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Figure 73 - Raw data penetration rate frequency distribution 

 

 
Figure 74 - Converted penetration rate frequency distribution 

 
The following provides frequency distributions for raw data and converted crowd: 
 

 

Stats u (ft/hr)

Average 25.7

Median 23.0

Maximum 162.7

Minimum 0.1

Std. Dev. 20.3

CV 0.79

Count 470

 

Stats u (in/min)

Average 5.14

Median 4.59

Maximum 32.54

Minimum 0.02

Std. Dev. 4.06

CV 0.79

Count 470
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Figure 75 - Raw data crowd frequency distribution 

 

 
Figure 76 - Converted crowd frequency distribution 

 
Also of interest is plotting the recorded (converted) drilling parameters vs. elevation. The 
following shows each data point recorded for each drilling parameter plotted vs. 
elevation: 

 

Stats F (Bar)

Average 90.91

Median 93.25

Maximum 133.50

Minimum 32.82

Std. Dev. 16.97

CV 0.19

Count 470

 

Stats F (lbf)

Average 20108

Median 20737

Maximum 31538

Minimum 4514

Std. Dev. 4556

CV 0.23

Count 470
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Figure 77 - Rotational speed vs. elevation plot 

 

 
Figure 78 - Penetration Rate vs. elevation plot 
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Figure 79 - Crowd vs. elevation plot 

 

 
Figure 80 - Torque vs. elevation plot 

 
Once the drilling parameters were properly converted for comparison with lab data, 
drilling equations derived using Karasawa and Teale’s methods were employed. 
Preliminary results confirmed that Karasawa’s method was too dependent on the 
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diameter of the bit, resulting in upscaling issues and producing large overestimations. 
Therefore, Teal’s specific energy method was used to conduct a thorough analysis of 
the field drilling at Little River.  Preliminary analysis results using Karasawa’s method 
can be seen here: 
 

Table 21 - Karasawa preliminary analysis of O-cell test shaft 

 
 
Using Teale’s specific energy method the following qu vs. elevation plot was developed: 
 

 
Figure 81 - Raw data compressive strength vs. elevation plot 

 

SG7 to SG6 45.60 40.60 21.10 52.07 146.78%

SG6 to O-cell 40.60 35.10 20.60 64.30 212.14%

O-cell to SG5 35.10 31.60 21.40 54.36 154.02%

SG5 to SG4 31.60 26.60 13.60 16.51 21.40%

SG4 to SG3 26.60 19.60 9.70 20.02 106.39%

SG3 to SG2 19.60 12.60 9.90 23.81 140.51%

15.12 36.17 139.26%

6269 15000 139.26%

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Average Skin Friction (ksf)

Total Load (kips)

Arithmetic Mean (Raw Data) - Karasawa
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Next, raw data qu and fs (skin friction) frequency distributions were created for the entire 
span of the investigated portion of the shaft (El. +45.6 to +12.6, strain gauges 7 to 2 or 
SG7 to SG2), results were developed in tsf: 
 

 
Figure 82 - Raw data compressive strength frequency distribution 

 

 
Figure 83 - Raw data skin friction frequency distribution 

 

Stats qu (tsf)

Average 46.60

Median 26.80

Maximum 944.81

Minimum 2.63

Std. Dev. 69.30

CV 1.49

Count 470

 

Stats fs (tsf)

Average 10.49

Median 6.21

Maximum 202.46

Minimum 0.63

Std. Dev. 14.96

CV 1.43

Count 470
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Note: Skin Friction, fs = ½ * sqrt(qu) * sqrt(qt) * REC%, where REC% is assumed to be 1 
(100%) because the test cylinders used to develop compressive and tensile strengths 
for the drilling equations were completely intact and no voids during drill monitoring 
were observed.  For the analysis of skin friction, the α and β methods were considered 

but ruled out because the α method is generally used solely for clay soils, based on the 

undrained shear strength and the β method is largely dependent on effective stress and 

lacks data for determining β in limestone or rock. 

 
From the frequency distributions, a log-normal trend was noticed as expected.  
Probability plots for qu and fs using z-transformations were then created using the 
natural logarithm of the raw data (Note: results are reported in tsf): 
 

 
Figure 84 - Raw data compressive strength probability plot for Normal Distribution 
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Figure 85 - Compressive strength natural log probability plot 

 

 
Figure 86 - Raw data skin friction probability plot for Normal Distribution 
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Figure 87 - Skin friction natural log probability plot 

 
From the probability plots using z-transformations, it was shown that taking the natural 
logarithm of the raw data and creating a frequency distribution produced a more normal 
distribution.  This was confirmed by creating frequency distributions for the natural 
logarithms of the qu and fs raw data: 
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Figure 88 - Compressive strength natural log frequency distribution 

 

 
Figure 89 - Skin friction natural log frequency distribution 

 

 

Stats qu (tsf)

Average 46.60

Median 26.80

Maximum 944.81

Minimum 2.63

Std. Dev. 69.30

CV 1.49

Count 470

 

Stats fs (tsf)

Average 10.49

Median 6.21

Maximum 202.46

Minimum 0.63

Std. Dev. 14.96

CV 1.43

Count 470
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3.3.2 Preliminary Field Monitoring Analysis 

From the previous analysis, it was evident that the raw analyzed data followed a log-
normal trend with outlying values that may need to be eliminated or limited through 
additional methods.  However, it was proposed that eliminating or limiting values may 
result in underestimates because the higher end values provide significant strength and 
greatly add to the shafts true capacity.  Therefore, it was important to include the raw 
data set, without elimination or limitation, in further analysis. The following provides four 
methods used for additional analysis in attempt to remove or limit the outlying values. 
 
Limiting Method:   
 
Limits the recorded value based on an expected limiting adhesion, with the following 
ultimate limits: 
 
qu = 120 tsf 
qt = 20 tsf 
fs = 25 tsf 
 
Raw data values outside of the limits are not thrown out.  If the raw data value exceeds 
the limit, it is set to the limit value and still used in the final averaging. 
 
FDOT Method: 
 
The arithmetic mean and standard deviation are found for all values in the investigated 
range of the shaft (+45.6’ to +12.6’).  Values that fall outside of one standard deviation 
from the mean are thrown out.  A new arithmetic mean and standard deviation are then 
found using the remaining data. 
 
FDOT* Method: 
 
The arithmetic mean and standard deviation are found for each section of the 
investigated range of the shaft (i.e., between strain gauges).  Values that fall outside of 
one standard deviation from the mean are thrown out.  A new arithmetic mean and 
standard deviation are then found using the remaining data. 
 
LN Transform Method: 
 
The log space mean and standard deviation are found using the predetermined 
arithmetic mean and standard deviation from the raw data set (Elevation +45.6’ to 
+12.6’).  The entire raw data set is then converted into log-space using the natural 
logarithm.  Any value in the converted data set that falls outside of one standard 
deviation (plus or minus) in log-space is thrown out.  The remaining values are then 
used to determine the new mean and standard deviation in normal-space. 
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The following provides probability density function, PDF, plots for each method as well 
as the raw data: 
 

 
Figure 90 - Compressive strength probability density function 

 

 
Figure 91 - Skin friction probability density function 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 10.49 8.74 7.61 7.43 6.67

Median 6.21 6.21 5.77 5.74 5.64

Maximum 202.46 24.49 25.05 28.80 17.23

Minimum 0.63 0.63 0.63 0.63 2.14

Std. Dev. 14.96 6.64 5.32 5.15 3.86

CV 1.426 0.760 0.700 0.693 0.578

Count 470 470 438 425 382

Skin Friction, fs (tsf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 46.60 39.20 33.29 34.99 28.91

Median 26.80 26.80 24.88 25.12 24.25

Maximum 944.81 120.00 112.74 138.60 76.56

Minimum 2.63 2.63 2.63 2.63 9.06

Std. Dev. 69.30 31.82 23.96 26.87 17.12

CV 1.487 0.812 0.720 0.768 0.592

Count 470 470 438 446 381

Compressive Strength, qu (tsf)
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Also investigated was the geometric mean to provide a better understanding of the 
central tendency of the data.  The calculated geometric mean for qu was 30 tsf, and 
6.92 tsf for fs.  Looking at the qu and fs PDFs in Figure 90Figure 91, it is noticed that the 
methods used for analysis have reduced the spread of the raw data and reduced the 
mean values closer to the geometric mean which was the desired effect for each 
method.  Next, frequency distributions were created and investigated for each section 
between strain gauges of the investigated portion of the shaft.  The following provides 
the frequency distributions for each analysis method between strain gauges (for O-cell 
comparison) in the investigated portion of the shaft: 
 

 
Figure 92 - Compressive strength frequency distribution, SG 7 to SG6 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 112.24 83.92 64.71 64.71 63.15

Median 49.32 49.32 44.26 44.26 45.54

Maximum 945.14 240.00 187.90 187.90 153.13

Minimum 10.68 10.68 10.68 10.68 18.18

Std. Dev. 167.08 72.23 49.49 49.49 44.63

CV 1.49 0.86 0.76 0.76 0.71

Count 73 73 65 65 54

Compressive Strength, qu (ksf)
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Figure 93 - Skin friction frequency distribution, SG 7 to SG6 

 

 
Figure 94 - Compressive strength frequency distribution, SG 6 to O-cell 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 25.06 18.53 14.78 14.78 14.46

Median 11.44 11.44 10.29 10.29 10.59

Maximum 203.94 48.99 41.97 41.97 34.40

Minimum 2.54 2.54 2.54 2.54 4.30

Std. Dev. 36.10 14.96 11.03 11.03 9.92

CV 1.44 0.81 0.75 0.75 0.69

Count 73 73 65 65 54

Skin Friction, fs (ksf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 123.65 109.49 90.60 99.57 76.70

Median 92.69 92.69 84.59 85.34 77.20

Maximum 538.20 240.00 205.89 270.76 146.34

Minimum 10.03 10.03 10.03 10.03 31.93

Std. Dev. 106.48 68.42 50.06 61.52 30.03

CV 0.86 0.62 0.55 0.62 0.39

Count 79 79 69 73 53

Compressive Strength, qu (ksf)
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Figure 95 - Skin friction frequency distribution, SG 6 to O-cell 

 

 
Figure 96 - Compressive strength frequency distribution, O-cell to SG 5 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 27.75 24.16 20.58 21.64 17.86

Median 21.14 21.14 19.34 19.51 18.03

Maximum 117.17 48.99 45.86 45.86 34.45

Minimum 2.39 2.39 2.39 7.48 7.48

Std. Dev. 23.15 14.04 11.08 10.51 6.99

CV 0.83 0.58 0.54 0.49 0.39

Count 79 79 69 65 54

Skin Friction, fs (ksf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 109.84 89.83 80.64 84.23 55.85

Median 63.59 63.59 61.98 62.60 54.66

Maximum 1085.87 240.00 225.49 260.24 116.91

Minimum 16.33 16.33 16.33 16.33 20.82

Std. Dev. 159.28 70.83 61.92 66.34 28.66

CV 1.45 0.79 0.77 0.79 0.51

Count 52 52 49 50 39

Compressive Strength, qu (ksf)
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Figure 97 - Skin friction frequency distribution, O-cell to SG 5 

 

 
Figure 98 - Compressive strength frequency distribution, SG 5 to SG 4 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 24.61 19.87 18.32 19.10 12.87

Median 14.66 14.66 14.29 14.43 12.65

Maximum 233.90 48.99 50.10 57.60 26.48

Minimum 3.87 3.87 3.87 3.87 4.91

Std. Dev. 34.35 14.68 13.66 14.62 6.42

CV 1.40 0.74 0.75 0.77 0.50

Count 52 52 49 50 39

Skin Friction, fs (ksf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 74.78 71.48 66.29 66.29 55.59

Median 49.76 49.76 48.49 48.49 41.89

Maximum 358.69 240.00 181.94 181.94 139.44

Minimum 18.82 18.82 18.82 18.82 18.82

Std. Dev. 66.56 54.22 46.01 46.01 33.55

CV 0.89 0.76 0.69 0.69 0.60

Count 67 67 65 65 59

Compressive Strength, qu (ksf)
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Figure 99 - Skin friction frequency distribution, SG 5 to SG 4 

 

 
Figure 100 - Compressive strength frequency distribution, SG 4 to SG 3 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 17.00 16.17 15.16 12.82 12.79

Median 11.54 11.54 11.25 9.76 9.76

Maximum 78.76 48.99 40.67 31.41 31.41

Minimum 4.45 4.45 4.45 4.45 4.45

Std. Dev. 14.63 11.62 10.23 7.41 7.50

CV 0.86 0.72 0.67 0.58 0.59

Count 67 67 65 59 59

Skin Friction, fs (ksf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 74.29 68.39 58.86 62.91 54.31

Median 44.50 44.50 41.25 42.40 40.71

Maximum 589.47 240.00 201.31 250.40 143.13

Minimum 13.73 13.73 13.73 13.73 18.13

Std. Dev. 82.69 57.56 41.87 49.61 32.54

CV 1.11 0.84 0.71 0.79 0.60

Count 95 95 90 92 83

Compressive Strength, qu (ksf)
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Figure 101 - Skin friction frequency distribution, SG 4 to SG 3 

 

 
Figure 102 - Compressive strength frequency distribution, SG 3 to SG 2 

 

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 16.85 15.37 13.50 12.27 12.51

Median 10.35 10.35 9.61 9.39 9.49

Maximum 128.12 48.99 44.87 32.22 32.22

Minimum 3.26 3.26 3.26 3.26 4.29

Std. Dev. 18.06 12.07 9.32 7.49 7.28

CV 1.07 0.79 0.69 0.61 0.58

Count 95 95 90 86 83

Skin Friction, fs (ksf)

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 77.56 58.77 51.52 53.75 49.31

Median 41.43 41.43 40.52 40.73 40.73

Maximum 1889.61 240.00 173.73 277.19 152.76

Minimum 5.25 5.25 5.25 5.25 19.24

Std. Dev. 189.27 50.19 35.22 41.62 26.93

CV 2.44 0.85 0.68 0.77 0.55

Count 104 104 100 101 93

Compressive Strength, qu (ksf)
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Figure 103 - Skin friction frequency distribution, SG 3 to SG 2 

 
Next, for the investigated portion of the shaft (El. +45.6’ to +12.6’), the average skin 
friction (ksf) was computed and compared to the O-cell results for each section between 
strain gauges.  An overall skin friction average is provided and determined using the 
lengths of each section to proportion the averaging. This was also done for the total 
predicted load over the entire 33 foot section and provided for comparison.  The 
following provides the final results using the raw data, geometric mean, and the four 
additional methods of analysis (Note: Strain gauge levels SG4 to SG3 and SG3 to SG2 
were not approaching mobilization): 
 

Table 22 - O-cell test shaft analysis raw data results 

 
 
 

SG7 to SG6 45.6 40.6 21.10 25.06 18.75% 203.94 2.54 36.10 1.44 73

SG6 to O-cell 40.6 35.1 20.60 27.75 34.69% 117.17 2.39 23.15 0.83 79

O-cell to SG5 35.1 31.6 21.40 24.61 15.00% 233.90 3.87 34.35 1.40 52

SG5 to SG4 31.6 26.6 13.60 17.00 25.02% 78.76 4.45 14.63 0.86 67

SG4 to SG3 26.6 19.6 9.70 16.85 73.76% 128.12 3.26 18.06 1.07 95

SG3 to SG2 19.6 12.6 9.90 17.47 76.42% 404.92 1.26 40.59 2.32 104

15.12 20.89 38.16% 200.24 2.83 27.63 1.36 78.33

6269 8662 38.16%

Average Skin Friction (ksf)

Total Load (kips)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

 

Stats Raw Data Limiting FDOT FDOT* LN Trans

Average 17.47 13.29 11.86 11.86 11.39

Median 9.65 9.65 9.44 9.44 9.49

Maximum 404.92 48.99 38.89 38.89 34.32

Minimum 1.26 1.26 1.26 1.26 4.55

Std. Dev. 40.59 10.54 7.87 7.87 6.05

CV 2.32 0.79 0.66 0.66 0.53

Count 104 104 100 100 93

Skin Friction, fs (ksf)
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Table 23 - O-cell test shaft analysis geometric mean results 

 
 

Table 24 - O-cell test shaft analysis limiting method results 

 
 

Table 25 - O-cell test shaft analysis FDOT method results 

 
 
 
 
 
 

 

SG7 to SG6 45.6 40.6 21.10 14.12 -33.10% 73

SG6 to O-cell 40.6 35.1 20.60 20.91 1.51% 79

O-cell to SG5 35.1 31.6 21.40 16.13 -24.62% 52

SG5 to SG4 31.6 26.6 13.60 13.07 -3.91% 67

SG4 to SG3 26.6 19.6 9.70 11.49 18.44% 95

SG3 to SG2 19.6 12.6 9.90 10.74 8.53% 104

15.12 14.03 -7.19% 78.33

6269 5819 -7.19% N/A

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

Count
Elevation Range           

(ft)

Percent 

Difference 

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

SG7 to SG6 45.6 40.6 21.10 18.53 -12.20% 48.99 2.54 14.96 0.81 73

SG6 to O-cell 40.6 35.1 20.60 24.16 17.30% 48.99 2.39 14.04 0.58 79

O-cell to SG5 35.1 31.6 21.40 19.87 -7.14% 48.99 3.87 14.68 0.74 52

SG5 to SG4 31.6 26.6 13.60 16.17 18.87% 48.99 4.45 11.62 0.72 67

SG4 to SG3 26.6 19.6 9.70 15.37 58.41% 48.99 3.26 12.07 0.79 95

SG3 to SG2 19.6 12.6 9.90 13.29 34.25% 48.99 1.26 10.54 0.79 104

15.12 17.47 15.56% 48.99 2.83 12.72 0.74 78.33

6269 7245 15.56%

Average Skin Friction (ksf)

Total Load (kips)

Limiting Ultimate Values

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

SG7 to SG6 45.6 40.6 21.10 14.78 -29.97% 41.97 2.54 11.03 0.75 65

SG6 to O-cell 40.6 35.1 20.60 20.58 -0.12% 45.86 2.39 11.08 0.54 69

O-cell to SG5 35.1 31.6 21.40 18.32 -14.40% 50.10 3.87 13.66 0.75 49

SG5 to SG4 31.6 26.6 13.60 15.16 11.44% 40.67 4.45 10.23 0.67 65

SG4 to SG3 26.6 19.6 9.70 13.50 39.15% 44.87 3.26 9.32 0.69 90

SG3 to SG2 19.6 12.6 9.90 11.86 19.82% 38.89 1.26 7.87 0.66 100

15.12 15.29 1.11% 43.25 2.83 10.16 0.67 73.00

6269 6339 1.11%

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)
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Table 26 - O-cell test shaft analysis FDOT* method results 

 
 

Table 27 - O-cell test shaft LN transformed method results 

 
 
From the tabular results, it can be seen that several methods provide shaft capacity 
estimations close to what the O-cell results provided.  The FDOT and FDOT* methods 
provided the closest estimations as both were within 2% difference of the measured O-
cell result.  However, these predictions were made using split tension strengths derived 
from the e vs. qt curve developed during the laboratory investigation, Figure 52.  
Investigating the qt/qu ratios developed in the lab and obtained at Little River shows that 
the material formation of the Gatorock used for lab drillings was translated to the field 
data.  This was determined by plotting qt vs. qu for both data sets and comparing the 
trends of the data.  Figure 104, provides the qt vs. qu plot obtained from the Gatorock 
cast cylinders which were used as a reference of strength for each drilled block. 
 

SG7 to SG6 45.6 40.6 21.10 14.78 -29.97% 41.97 2.54 11.03 0.75 65

SG6 to O-cell 40.6 35.1 20.60 21.64 5.05% 45.86 7.48 10.51 0.49 65

O-cell to SG5 35.1 31.6 21.40 19.10 -10.73% 57.60 3.87 14.62 0.77 50

SG5 to SG4 31.6 26.6 13.60 12.82 -5.76% 31.41 4.45 7.41 0.58 59

SG4 to SG3 26.6 19.6 9.70 12.27 26.47% 32.22 3.26 7.49 0.61 86

SG3 to SG2 19.6 12.6 9.90 11.86 19.82% 38.89 1.26 7.87 0.66 100

15.12 14.93 -1.23% 39.95 3.67 9.35 0.63 70.83

6269 6192 -1.23%

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

SG7 to SG6 45.6 40.6 21.10 14.28 -32.31% 34.40 4.00 10.02 0.70 55

SG6 to O-cell 40.6 35.1 20.60 18.18 -11.75% 35.78 7.48 7.33 0.40 55

O-cell to SG5 35.1 31.6 21.40 13.91 -34.98% 35.44 4.91 7.75 0.56 41

SG5 to SG4 31.6 26.6 13.60 13.17 -3.18% 36.01 4.45 7.99 0.61 60

SG4 to SG3 26.6 19.6 9.70 12.58 29.69% 36.09 3.99 7.74 0.62 86

SG3 to SG2 19.6 12.6 9.90 11.55 16.70% 35.85 4.07 6.42 0.56 95

15.12 13.78 -8.82% 35.65 4.76 7.78 0.57 65.33

6269 5716 -8.82%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

LN Transform Method

Total Load (kips) Totals not needed for these values
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Figure 104 - Lab drilling qu vs qt plot to show qt/qu slope 

 
As seen in Figure 104, the second order polynomial provides a better fit for qt/qu as qu 
increases.  This indicates the Gatorock qt/qu ratio is declining as compressive strength 
increases.  Figure 105, provides even better visualization where qt and qu are plotted vs. 
specific energy using the previously developed e vs. qu and e vs. qt curves. As specific 
energy increases, qu increases at far more rapid rate than qt.   
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Figure 105 – Strength vs. specific energy 

However, the average qt/qu ratio, determined by the linear regression slope in Figure 
104, is approximately 0.2.  This same “average slope” can be seen in Figure 106 when 
qu and qt values, recorded during field drilling at Little River, are plotted against one 
another. 
 

 
Figure 106 - Little River qu vs. qt plot to show qt/qu slope 
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The qt/qu plots in Figure 104 and Figure 106, produced regression equations that are 
nearly identical.  Also, the Little River data points are almost perfectly aligned which was 
a strong indicator the Gatorock material formation was translated to the field data.  
Therefore, tensile strengths would need to be adjusted based on the qt/qu relationship of 
the site being monitored.  The following section investigates adjusting the qt values 
based on obtained qu and qt core data at Little River. 
 
3.2.2.1 Investigating qt Slope Adjustments 

As discussed, tensile strength values will need to be adjusted based on the monitoring 
site qt/qu relationship.  At Little River, seven boring locations were available for 
comparison.  However, the closest boring, B8, with qu and qt data in the same elevation 
range as the investigated portion of the test shaft was located 76.5 ft away and may not 
be comparable. Consequently, multiple methods were used to investigate how the data 
is affected by adjusting qt based on site conditions.   
 
Each method grouped pairs of qu and qt values within one vertical foot of each other 
(above and below) for each individual boring.  This was done in an attempt to provide a 
range of qt values for each recorded qu value.  Once all the pairs were created, the qt/qu 

ratio was found for each pair.  Any qt/qu value that fell outside of one standard deviation 
was removed.  Remaining pairs were then used to create a new qu vs qt slope at each 
boring location.  Remaining pairs were also combined from every boring location, 
removing the outliers, and used to plot qu vs. qt to determine the qt/qu ratio for the entire 
site. 
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The first method used all available data at all elevations. 
 

 
Figure 107 - Little River boring and shaft locations 

 

 
Figure 108 - Little River boring D3 qt/qu analysis using all elevations 

 

N 

 

Stats qt (psi) qu (psi) qt/qu

Mean 151.6 1060.4 0.1434

Std Dev 236.6 1662.5 0.0223

CV 1.561 1.568 0.156

Count 6 6 6

D-3



 
 
  
 

95 
 
 
 

 
Figure 109 - Little River boring B4 qt/qu analysis using all elevations 

 

 
Figure 110 - Little River boring B5 qt/qu analysis using all elevations 

 

 

Stats qt (psi) qu (psi) qt/qu

Mean 82.4 767.0 0.1346

Std Dev 89.9 917.2 0.0495

CV 1.091 1.196 0.368

Count 26 26 26

B-4

 

Stats qt (psi) qu (psi) qt/qu

Mean 92.8 595.1 0.1281

Std Dev 209.6 1164.1 0.0600

CV 2.259 1.956 0.469

Count 29 29 29

B-5
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Figure 111 - Little River boring B6 qt/qu analysis using all elevations 

 

 
Figure 112 - Little River boring B7 qt/qu analysis using all elevations 

 

 

Stats qt (psi) qu (psi) qt/qu

Mean 111.8 597.6 0.1776

Std Dev 234.6 1188.4 0.0509

CV 2.099 1.989 0.286

Count 23 23 23

B-6

 

Stats qt (psi) qu (psi) qt/qu

Mean 82.9 791.6 0.1153

Std Dev 100.2 933.3 0.0741

CV 1.209 1.179 0.643

Count 22 22 22

B-7
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Figure 113 - Little River boring B8 qt/qu analysis using all elevations 

 

 
Figure 114 - Little River boring B9 qt/qu analysis using all elevations 

 

 

Stats qt (psi) qu (psi) qt/qu

Mean 91.2 491.4 0.1715

Std Dev 164.6 913.6 0.0574

CV 1.804 1.859 0.335

Count 14 14 14

B-8

 

Stats qt (psi) qu (psi) qt/qu

Mean 38.5 368.5 0.1632

Std Dev 65.0 643.9 0.1193

CV 1.688 1.748 0.731

Count 14 14 14

B-9
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Figure 115 - Little River boring qt/qu analysis using all elevations and boring locations 

 
Once all remaining pairs were grouped using all boring locations, any qt/qu value that fell 
outside of one standard deviation was removed and a new qt/qu slope was found: 
 
 

 

Stats qt (psi) qu (psi) qt/qu

Mean 89.2 647.5 0.1446

Std Dev 164.9 1032.6 0.0691

CV 1.848 1.595 0.477

Count 134 134 134

All Borings
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Figure 116 - Little River qt/qu analysis using all depths and boring locations, outliers 

removed 
 
The following are the results using all depths and boring locations to adjust the qt 
values: 
 

Table 28 - O-cell test shaft analysis raw data results 

 
 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 20.81 -1.38% 175.23 1.98 30.98 1.49 73

SG6 to O-cell 40.6 35.1 20.60 22.93 11.29% 99.78 1.86 19.74 0.86 79

O-cell to SG5 35.1 31.6 21.40 20.37 -4.83% 201.32 3.03 29.53 1.45 52

SG5 to SG4 31.6 26.6 13.60 13.86 1.94% 66.50 3.49 12.34 0.89 67

SG4 to SG3 26.6 19.6 9.70 13.77 41.99% 109.29 2.55 15.33 1.11 95

SG3 to SG2 19.6 12.6 9.90 14.38 45.25% 350.34 0.97 35.09 2.44 104

15.12 17.21 13.81% 172.11 2.21 23.68 1.41 78.33

6269 7135 13.81%

Average Skin Friction (ksf)

Total Load (kips)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

 

Stats qt (psi) qu (psi) qt/qu

Mean 85.7 636.1 0.1368

Std Dev 146.1 1008.2 0.0334

CV 1.705 1.585 0.244

Count 87 87 87

All Borings - 1σ
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Table 29 - O-cell test shaft analysis geometric mean results 

 
 

Table 30 - O-cell test shaft analysis limiting method results 

 
 

Table 31 - O-cell test shaft analysis FDOT method results 

 
 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 11.38 -46.09% 73

SG6 to O-cell 40.6 35.1 20.60 17.01 -17.40% 79

O-cell to SG5 35.1 31.6 21.40 13.03 -39.11% 52

SG5 to SG4 31.6 26.6 13.60 10.50 -22.81% 67

SG4 to SG3 26.6 19.6 9.70 9.20 -5.13% 95

SG3 to SG2 19.6 12.6 9.90 8.59 -13.22% 104

15.12 11.31 -25.21% 78.33

6269 4689 -25.21% N/A

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

Count
Elevation Range           

(ft)

Percent 

Difference 

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

SG7 to SG6 45.6 40.6 21.10 16.05 -23.93% 48.99 1.98 14.50 0.90 73

SG6 to O-cell 40.6 35.1 20.60 20.71 0.52% 48.99 1.86 13.50 0.65 79

O-cell to SG5 35.1 31.6 21.40 16.86 -21.20% 48.99 3.03 13.60 0.81 52

SG5 to SG4 31.6 26.6 13.60 13.39 -1.57% 48.99 3.49 10.50 0.78 67

SG4 to SG3 26.6 19.6 9.70 12.83 32.28% 48.99 2.55 11.15 0.87 95

SG3 to SG2 19.6 12.6 9.90 11.06 11.69% 48.99 0.97 9.91 0.90 104

15.12 14.77 -2.32% 48.99 2.21 11.95 0.82 78.33

6269 6124 -2.32%

Average Skin Friction (ksf)

Total Load (kips)

Limiting Ultimate Values

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

SG7 to SG6 45.6 40.6 21.10 12.00 -43.14% 34.84 1.98 9.18 0.76 65

SG6 to O-cell 40.6 35.1 20.60 16.80 -18.46% 38.17 1.86 9.28 0.55 69

O-cell to SG5 35.1 31.6 21.40 14.95 -30.14% 41.81 3.03 11.48 0.77 49

SG5 to SG4 31.6 26.6 13.60 12.29 -9.63% 33.73 3.49 8.53 0.69 65

SG4 to SG3 26.6 19.6 9.70 10.91 12.50% 37.32 2.55 7.76 0.71 90

SG3 to SG2 19.6 12.6 9.90 9.55 -3.52% 32.21 0.97 6.53 0.68 100

15.12 12.41 -17.94% 35.94 2.21 8.48 0.69 73.00

6269 5145 -17.94%

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)
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Table 32 - O-cell test shaft analysis FDOT* method results 

 
 

Table 33 - O-cell test shaft LN transformed method results 

 
 
The second method was based on trends noticed during the preliminary site 
investigation of the borings.  Seen in Figure 117, there appears to be three different 
subsurface layers based on laboratory qu data: 

SG7 to SG6 45.6 40.6 21.10 12.00 -43.14% 34.84 1.98 9.18 0.76 65

SG6 to O-cell 40.6 35.1 20.60 17.67 -14.20% 38.17 5.92 8.83 0.50 65

O-cell to SG5 35.1 31.6 21.40 15.62 -27.02% 48.25 3.03 12.30 0.79 50

SG5 to SG4 31.6 26.6 13.60 10.33 -24.06% 25.85 3.49 6.14 0.59 59

SG4 to SG3 26.6 19.6 9.70 9.88 1.85% 26.54 2.55 6.20 0.63 86

SG3 to SG2 19.6 12.6 9.90 9.55 -3.52% 32.21 0.97 6.53 0.68 100

15.12 12.11 -19.92% 33.14 2.88 7.80 0.65 70.83

6269 5020 -19.92%

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

SG7 to SG6 45.6 40.6 21.10 11.41 -45.90% 28.39 3.02 8.43 0.74 56

SG6 to O-cell 40.6 35.1 20.60 15.19 -26.27% 30.81 3.05 7.40 0.49 58

O-cell to SG5 35.1 31.6 21.40 11.51 -46.22% 30.67 3.03 7.26 0.63 43

SG5 to SG4 31.6 26.6 13.60 10.62 -21.92% 29.76 3.49 6.64 0.63 60

SG4 to SG3 26.6 19.6 9.70 10.13 4.48% 29.83 3.12 6.42 0.63 86

SG3 to SG2 19.6 12.6 9.90 9.28 -6.28% 29.63 3.19 5.30 0.57 95

15.12 11.21 -25.86% 29.81 3.16 6.77 0.61 66.33

6269 4648 -25.86%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

LN Transform Method

Total Load (kips) Totals not needed for these values
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Figure 117 - Little River qu stratification, indicating zones 

 
Of interest are zones 2 and 3, where the shaft investigation took place.  For both of 
these zones, a new qt/qu slope was determined using data available from all borings in 
each of the zones.  The following provides the results: 
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Figure 118 - Little River qt/qu analysis using data from elevations +45’ to +30’ at all 

locations 
 

 
Figure 119 - Little River qt/qu analysis, elevations +30’ to 0’ at all locations, outliers 

removed 

 

Stats qt (psi) qu (psi) qt/qu

Mean 187.3 1225.7 0.1574

Std Dev 215.3 1253.9 0.0485

CV 1.150 1.023 0.308

Count 39 39 39

All Borings - 1σ

 

Stats qt (psi) qu (psi) qt/qu

Mean 18.0 155.3 0.1329

Std Dev 28.6 322.8 0.0333

CV 1.590 2.078 0.251

Count 39 39 39

All Borings - 1σ
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The following provides the analysis results using the second method for adjusting qt: 
 

Table 34 - O-cell test shaft analysis raw data results 

 
 

Table 35 - O-cell test shaft analysis geometric mean results 

 
 

Table 36 - O-cell test shaft analysis limiting method results 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 22.17 5.05% 186.65 2.11 33.00 1.49 73

SG6 to O-cell 40.6 35.1 20.60 24.42 18.54% 106.29 1.98 21.03 0.86 79

O-cell to SG5 35.1 31.6 21.40 21.69 1.37% 214.44 3.23 31.46 1.45 52

SG5 to SG4 31.6 26.6 13.40 11.32 -15.51% 54.31 2.85 10.08 0.89 67

SG4 to SG3 26.6 19.6 9.70 11.25 15.96% 89.25 2.08 12.52 1.11 95

SG3 to SG2 19.6 12.6 9.90 11.74 18.62% 286.11 0.80 28.66 2.44 104

15.09 16.32 8.18% 156.59 2.03 22.10 1.41 78.33

6257 6768 8.18%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 12.12 -42.57% 73

SG6 to O-cell 40.6 35.1 20.60 18.12 -12.02% 79

O-cell to SG5 35.1 31.6 21.40 13.88 -35.14% 52

SG5 to SG4 31.6 26.6 13.40 8.57 -36.02% 67

SG4 to SG3 26.6 19.6 9.70 7.51 -22.53% 95

SG3 to SG2 19.6 12.6 9.90 7.02 -29.13% 104

15.09 10.71 -29.02% 78.33

6257 4441 -29.02% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 16.75 -20.63% 48.99 2.11 14.65 0.87 73

SG6 to O-cell 40.6 35.1 20.60 21.79 5.80% 48.99 1.98 13.85 0.64 79

O-cell to SG5 35.1 31.6 21.40 17.83 -16.67% 48.99 3.23 14.19 0.80 52

SG5 to SG4 31.6 26.6 13.40 11.05 -17.55% 44.42 2.85 8.99 0.81 67

SG4 to SG3 26.6 19.6 9.70 10.64 9.71% 48.99 2.08 9.68 0.91 95

SG3 to SG2 19.6 12.6 9.90 9.22 -6.88% 48.99 0.80 8.87 0.96 104

15.09 13.95 -7.55% 48.30 2.03 11.33 0.84 78.33

6257 5784 -7.55%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)
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Table 37 - O-cell test shaft analysis FDOT method results 

 
 

Table 38 - O-cell test shaft analysis FDOT* method results 

 
 

Table 39 - O-cell test shaft LN transformed method results 

 
 
The third method was completed in the same manner as the second method but only 
used data from boring B8, the closest boring to the test shaft.  This was done because 
boring locations with similar distances away from the river (moving east) provided 
similar qt/qu ratios (boring B8, B6 and D3).  Borings B4, B7 and B9, the furthest borings 
from the river, all showed much lower qt/qu slopes.  

SG7 to SG6 45.6 40.6 21.10 12.78 -39.44% 37.11 2.11 9.77 0.76 65

SG6 to O-cell 40.6 35.1 20.60 16.93 -17.84% 37.58 1.98 8.97 0.53 66

O-cell to SG5 35.1 31.6 21.40 12.75 -40.41% 36.26 3.23 8.12 0.64 44

SG5 to SG4 31.6 26.6 13.40 10.04 -25.09% 27.55 2.85 6.97 0.69 65

SG4 to SG3 26.6 19.6 9.70 8.91 -8.13% 30.48 2.08 6.34 0.71 90

SG3 to SG2 19.6 12.6 9.90 7.80 -21.21% 26.30 0.80 5.33 0.68 100

15.09 11.18 -25.93% 31.95 2.03 7.37 0.67 71.67

6257 4634 -25.93%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 12.78 -39.44% 37.11 2.11 9.77 0.76 65

SG6 to O-cell 40.6 35.1 20.60 18.83 -8.62% 40.66 6.31 9.41 0.50 65

O-cell to SG5 35.1 31.6 21.40 16.63 -22.27% 51.39 3.23 13.10 0.79 50

SG5 to SG4 31.6 26.6 13.40 8.43 -37.06% 21.11 2.85 5.01 0.59 59

SG4 to SG3 26.6 19.6 9.70 8.07 -16.83% 21.67 2.08 5.07 0.63 86

SG3 to SG2 19.6 12.6 9.90 7.80 -21.21% 26.30 0.80 5.33 0.68 100

15.09 11.48 -23.90% 31.23 2.75 7.40 0.65 70.83

6257 4761 -23.90%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 11.67 -44.69% 28.61 2.91 8.64 0.74 56

SG6 to O-cell 40.6 35.1 20.60 14.90 -27.68% 28.90 2.89 7.40 0.50 55

O-cell to SG5 35.1 31.6 21.40 10.86 -49.25% 23.09 3.23 5.90 0.54 40

SG5 to SG4 31.6 26.6 13.40 10.00 -25.38% 27.55 2.85 7.22 0.72 65

SG4 to SG3 26.6 19.6 9.70 8.88 -8.48% 26.81 2.89 5.71 0.64 85

SG3 to SG2 19.6 12.6 9.90 7.98 -19.41% 26.30 2.91 4.80 0.60 96

15.09 10.49 -30.45% 27.04 2.93 6.49 0.63 66.17

6257 4352 -30.45%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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Figure 120 - Little River qt/qu analysis using data from elevations +45’ to +30’ from 

boring B8 
 

 
Figure 121 - Little River qt/qu analysis using data from elevations +30’ to 0’ from boring 

B8 
 
 

 

Stats qt (psi) qu (psi) qt/qu

Mean 123.23 787.5 0.1469

Std Dev 183.87 1221.9 0.0416

CV 1.49 1.552 0.283

Count 6 6 6

B-8

 

Stats qt (psi) qu (psi) qt/qu

Mean 4.91 33.3 0.1370

Std Dev 3.54 15.8 0.0632

CV 0.72 0.476 0.461

Count 7 7 7

B-8
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Table 40 - O-cell test shaft analysis raw data results 

 
 

Table 41 - O-cell test shaft analysis geometric mean results 

 
 

Table 42 - O-cell test shaft analysis limiting method results 

 
 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 21.53 2.04% 181.31 2.05 32.05 1.49 73

SG6 to O-cell 40.6 35.1 20.60 23.72 15.15% 103.24 1.92 20.43 0.86 79

O-cell to SG5 35.1 31.6 21.40 21.07 -1.53% 208.31 3.13 30.56 1.45 52

SG5 to SG4 31.6 26.6 13.60 14.70 8.10% 70.52 3.70 13.09 0.89 67

SG4 to SG3 26.6 19.6 9.70 14.60 50.56% 115.89 2.70 16.26 1.11 95

SG3 to SG2 19.6 12.6 9.90 15.25 54.02% 371.49 1.03 37.21 2.44 104

15.12 18.01 19.13% 180.84 2.32 24.83 1.41 78.33

6269 7469 19.13%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 11.77 -44.22% 73

SG6 to O-cell 40.6 35.1 20.60 17.60 -14.54% 79

O-cell to SG5 35.1 31.6 21.40 13.48 -37.00% 52

SG5 to SG4 31.6 26.6 13.60 11.13 -18.15% 67

SG4 to SG3 26.6 19.6 9.70 9.76 0.59% 95

SG3 to SG2 19.6 12.6 9.90 9.11 -7.98% 104

15.12 11.84 -21.71% 78.33

6269 4908 -21.71% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 16.42 -22.17% 48.99 2.05 14.58 0.89 73

SG6 to O-cell 40.6 35.1 20.60 21.30 3.39% 48.99 1.92 13.71 0.64 79

O-cell to SG5 35.1 31.6 21.40 17.38 -18.77% 48.99 3.13 13.92 0.80 52

SG5 to SG4 31.6 26.6 13.60 14.11 3.72% 48.99 3.70 10.83 0.77 67

SG4 to SG3 26.6 19.6 9.70 13.51 39.31% 48.99 2.70 11.52 0.85 95

SG3 to SG2 19.6 12.6 9.90 11.62 17.40% 48.99 1.03 10.12 0.87 104

15.12 15.35 1.54% 48.99 2.32 12.20 0.81 78.33

6269 6366 1.54%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)



 
 
  
 

108 
 
 
 

Table 43 - O-cell test shaft analysis FDOT method results 

 
 

Table 44 - O-cell test shaft analysis FDOT* method results 

 
 

Table 45 - O-cell test shaft LN transformed method results 

 
 
Once the results were investigated based on qt adjustments, the data was then 
analyzed again making adjustments based on average REC%.  This approach was 
developed in case very limited or no core data was available to make qt adjustments. 
Therefore, REC% adjustments were made for each zone previously indicated without 
using the qt adjustments.  The average REC% for each zone was created using all 

SG7 to SG6 45.6 40.6 21.10 12.41 -41.17% 36.05 2.05 9.49 0.76 65

SG6 to O-cell 40.6 35.1 20.60 17.38 -15.64% 39.50 1.92 9.60 0.55 69

O-cell to SG5 35.1 31.6 21.40 15.47 -27.71% 43.26 3.13 11.88 0.77 49

SG5 to SG4 31.6 26.6 13.60 13.03 -4.17% 35.77 3.70 9.05 0.69 65

SG4 to SG3 26.6 19.6 9.70 11.57 19.29% 39.58 2.70 8.23 0.71 90

SG3 to SG2 19.6 12.6 9.90 10.13 2.30% 34.16 1.03 6.92 0.68 100

15.12 13.00 -14.04% 37.69 2.32 8.88 0.69 73.00

6269 5389 -14.04%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 12.41 -41.17% 36.05 2.05 9.49 0.76 65

SG6 to O-cell 40.6 35.1 20.60 18.29 -11.23% 39.50 6.13 9.14 0.50 65

O-cell to SG5 35.1 31.6 21.40 16.16 -24.49% 49.92 3.13 12.73 0.79 50

SG5 to SG4 31.6 26.6 13.60 10.95 -19.47% 27.41 3.70 6.51 0.59 59

SG4 to SG3 26.6 19.6 9.70 10.48 8.00% 28.14 2.70 6.58 0.63 86

SG3 to SG2 19.6 12.6 9.90 10.13 2.30% 34.16 1.03 6.92 0.68 100

15.12 12.67 -16.18% 34.71 3.02 8.16 0.65 70.83

6269 5255 -16.18%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 11.96 -43.32% 29.37 3.24 8.64 0.72 55

SG6 to O-cell 40.6 35.1 20.60 15.71 -23.72% 31.87 3.16 7.66 0.49 58

O-cell to SG5 35.1 31.6 21.40 12.09 -43.52% 31.73 3.99 7.27 0.60 42

SG5 to SG4 31.6 26.6 13.60 11.26 -17.20% 31.55 3.70 7.04 0.63 60

SG4 to SG3 26.6 19.6 9.70 10.75 10.79% 31.63 3.31 6.81 0.63 86

SG3 to SG2 19.6 12.6 9.90 9.84 -0.62% 31.41 3.38 5.62 0.57 95

15.12 11.79 -22.04% 31.28 3.42 7.06 0.60 66.00

6269 4887 -22.04%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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boring locations with data within the designated zone.  This was done to investigate the 
affect REC% adjustments had without the influence of the qt adjustments.  For zone 2, 
REC% = 86.4 and zone 3 REC% = 84.4.  The results are provided here: 
 

Table 46 - O-cell test shaft analysis raw data results 

 
 

Table 47 - O-cell test shaft analysis geometric mean results 

 
 

Table 48 - O-cell test shaft analysis limiting method results 

 
 
 

SG7 to SG6 45.6 40.6 21.10 21.65 2.60% 176.20 2.20 31.19 1.44 73

SG6 to O-cell 40.6 35.1 20.60 23.97 16.37% 101.23 2.06 20.00 0.83 79

O-cell to SG5 35.1 31.6 21.40 21.26 -0.64% 202.09 3.34 29.68 1.40 52

SG5 to SG4 31.6 26.6 13.60 14.35 5.51% 66.47 3.75 12.35 0.86 67

SG4 to SG3 26.6 19.6 9.70 14.23 46.65% 108.13 2.75 15.24 1.07 95

SG3 to SG2 19.6 12.6 9.90 14.74 48.90% 341.75 1.06 34.25 2.32 104

15.12 17.85 18.07% 170.50 2.41 23.58 1.36 78.33

6269 7402 18.07%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 12.20 -42.20% 73

SG6 to O-cell 40.6 35.1 20.60 18.07 -12.29% 79

O-cell to SG5 35.1 31.6 21.40 13.94 -34.87% 52

SG5 to SG4 31.6 26.6 13.60 11.03 -18.90% 67

SG4 to SG3 26.6 19.6 9.70 9.70 -0.03% 95

SG3 to SG2 19.6 12.6 9.90 9.07 -8.40% 104

15.12 11.99 -20.70% 78.33

6269 4972 -20.70% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 16.01 -24.14% 42.33 2.20 12.93 0.81 73

SG6 to O-cell 40.6 35.1 20.60 20.88 1.35% 42.33 2.06 12.13 0.58 79

O-cell to SG5 35.1 31.6 21.40 17.17 -19.77% 42.33 3.34 12.68 0.74 52

SG5 to SG4 31.6 26.6 13.60 13.64 0.32% 41.35 3.75 9.81 0.72 67

SG4 to SG3 26.6 19.6 9.70 12.97 33.70% 41.35 2.75 10.19 0.79 95

SG3 to SG2 19.6 12.6 9.90 11.22 13.30% 41.35 1.06 8.89 0.79 104

15.12 14.92 -1.29% 41.76 2.41 10.86 0.74 78.33

6269 6189 -1.29%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)
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Table 49 - O-cell test shaft analysis FDOT method results 

 
 

Table 50 - O-cell test shaft analysis FDOT* method results 

 
 

Table 51 - O-cell test shaft LN transformed method results 

 
 
Next, a REC% adjustment was made using a REC% = 81.22, which is an average from 
all REC% values for all borings and elevations.  As well, a qt/qu = 0.1375 (from qt 
adjustment method 1) was used in combination with the new REC%.  The following 
provides the results: 
 

SG7 to SG6 45.6 40.6 21.10 12.77 -39.49% 36.26 2.20 9.53 0.75 65

SG6 to O-cell 40.6 35.1 20.60 17.78 -13.70% 39.63 2.06 9.57 0.54 69

O-cell to SG5 35.1 31.6 21.40 15.83 -26.05% 43.29 3.34 11.81 0.75 49

SG5 to SG4 31.6 26.6 13.60 12.79 -5.94% 34.33 3.75 8.63 0.67 65

SG4 to SG3 26.6 19.6 9.70 11.39 17.45% 37.87 2.75 7.87 0.69 90

SG3 to SG2 19.6 12.6 9.90 10.01 1.13% 32.82 1.06 6.64 0.66 100

15.12 13.05 -13.65% 36.89 2.41 8.68 0.67 73.00

6269 5413 -13.65%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 12.77 -39.49% 36.26 2.20 9.53 0.75 65

SG6 to O-cell 40.6 35.1 20.60 18.70 -9.23% 39.63 6.46 9.08 0.49 65

O-cell to SG5 35.1 31.6 21.40 16.50 -22.87% 49.77 3.34 12.63 0.77 50

SG5 to SG4 31.6 26.6 13.60 10.82 -20.46% 26.51 3.75 6.26 0.58 59

SG4 to SG3 26.6 19.6 9.70 10.35 6.74% 27.19 2.75 6.32 0.61 86

SG3 to SG2 19.6 12.6 9.90 10.01 1.13% 32.82 1.06 6.64 0.66 100

15.12 12.76 -15.60% 34.12 3.14 8.00 0.63 70.83

6269 5292 -15.60%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 12.34 -41.51% 29.72 3.46 8.65 0.70 55

SG6 to O-cell 40.6 35.1 20.60 15.71 -23.75% 30.91 6.46 6.34 0.40 55

O-cell to SG5 35.1 31.6 21.40 12.02 -43.82% 30.62 4.25 6.70 0.56 41

SG5 to SG4 31.6 26.6 13.60 11.11 -18.29% 30.39 3.75 6.75 0.61 60

SG4 to SG3 26.6 19.6 9.70 10.70 10.30% 30.46 3.46 6.49 0.61 85

SG3 to SG2 19.6 12.6 9.90 9.75 -1.51% 30.26 3.44 5.42 0.56 95

15.12 11.78 -22.05% 30.39 4.08 6.63 0.57 65.17

6269 4887 -22.05%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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Table 52 - O-cell test shaft analysis raw data results 

 
 

Table 53 - O-cell test shaft analysis geometric mean results 

 
 

Table 54 - O-cell test shaft analysis limiting method results 

 
 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 16.90 -19.90% 142.32 1.61 25.16 1.49 73

SG6 to O-cell 40.6 35.1 20.60 18.62 -9.61% 81.04 1.51 16.03 0.86 79

O-cell to SG5 35.1 31.6 21.40 16.54 -22.71% 163.52 2.46 23.99 1.45 52

SG5 to SG4 31.6 26.6 13.60 11.26 -17.20% 54.01 2.83 10.02 0.89 67

SG4 to SG3 26.6 19.6 9.70 11.19 15.33% 88.77 2.07 12.45 1.11 95

SG3 to SG2 19.6 12.6 9.90 11.68 17.98% 284.55 0.79 28.50 2.44 104

15.12 13.98 -7.56% 139.79 1.79 19.23 1.41 78.33

6269 5795 -7.56%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 9.24 -56.21% 73

SG6 to O-cell 40.6 35.1 20.60 13.82 -32.92% 79

O-cell to SG5 35.1 31.6 21.40 10.58 -50.55% 52

SG5 to SG4 31.6 26.6 13.60 8.53 -37.31% 67

SG4 to SG3 26.6 19.6 9.70 7.47 -22.95% 95

SG3 to SG2 19.6 12.6 9.90 6.98 -29.52% 104

15.12 9.18 -39.26% 78.33

6269 3808 -39.26% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 13.04 -38.21% 39.79 1.61 11.78 0.90 73

SG6 to O-cell 40.6 35.1 20.60 16.82 -18.36% 39.79 1.51 10.97 0.65 79

O-cell to SG5 35.1 31.6 21.40 13.70 -36.00% 39.79 2.46 11.05 0.81 52

SG5 to SG4 31.6 26.6 13.60 10.87 -20.06% 39.79 2.83 8.52 0.78 67

SG4 to SG3 26.6 19.6 9.70 10.42 7.44% 39.79 2.07 9.05 0.87 95

SG3 to SG2 19.6 12.6 9.90 8.98 -9.29% 39.79 0.79 8.05 0.90 104

15.12 11.99 -20.67% 39.79 1.79 9.70 0.82 78.33

6269 4974 -20.67%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)
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Table 55 - O-cell test shaft analysis FDOT method results 

 
 

Table 56 - O-cell test shaft analysis FDOT* method results 

 
 

Table 57 - O-cell test shaft LN transformed method results 

 
 
Next, REC% adjustments were made for each zone and used in combination with qt/qu 

ratios previously developed for each respective zone (qt adjustment method 2).  The 
results are displayed here: 
 
 

SG7 to SG6 45.6 40.6 21.10 9.74 -53.82% 28.30 1.61 7.45 0.76 65

SG6 to O-cell 40.6 35.1 20.60 13.64 -33.77% 31.00 1.51 7.54 0.55 69

O-cell to SG5 35.1 31.6 21.40 12.14 -43.26% 33.96 2.46 9.32 0.77 49

SG5 to SG4 31.6 26.6 13.60 9.98 -26.60% 27.40 2.83 6.93 0.69 65

SG4 to SG3 26.6 19.6 9.70 8.86 -8.63% 30.31 2.07 6.31 0.71 90

SG3 to SG2 19.6 12.6 9.90 7.76 -21.64% 26.16 0.79 5.30 0.68 100

15.12 10.08 -33.35% 29.19 1.79 6.89 0.69 73.00

6269 4178 -33.35%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 9.74 -53.82% 28.30 1.61 7.45 0.76 65

SG6 to O-cell 40.6 35.1 20.60 14.35 -30.32% 31.00 4.81 7.18 0.50 65

O-cell to SG5 35.1 31.6 21.40 12.68 -40.73% 39.19 2.46 9.99 0.79 50

SG5 to SG4 31.6 26.6 13.60 8.39 -38.32% 21.00 2.83 4.99 0.59 59

SG4 to SG3 26.6 19.6 9.70 8.02 -17.28% 21.55 2.07 5.04 0.63 86

SG3 to SG2 19.6 12.6 9.90 7.76 -21.64% 26.16 0.79 5.30 0.68 100

15.12 9.83 -34.96% 26.91 2.34 6.33 0.65 70.83

6269 4078 -34.96%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 9.27 -56.06% 23.06 2.46 6.85 0.74 56

SG6 to O-cell 40.6 35.1 20.60 12.34 -40.12% 25.02 2.48 6.01 0.49 58

O-cell to SG5 35.1 31.6 21.40 9.35 -56.32% 24.91 2.46 5.89 0.63 43

SG5 to SG4 31.6 26.6 13.60 8.63 -36.58% 24.17 2.83 5.39 0.63 60

SG4 to SG3 26.6 19.6 9.70 8.23 -15.14% 24.23 2.54 5.22 0.63 86

SG3 to SG2 19.6 12.6 9.90 7.54 -23.88% 24.06 2.59 4.31 0.57 95

15.12 9.10 -39.78% 24.21 2.56 5.50 0.61 66.33

6269 3775 -39.78%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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Table 58 - O-cell test shaft analysis raw data results 

 
 

Table 59 - O-cell test shaft analysis geometric mean results 

 
 

Table 60 - O-cell test shaft analysis limiting method results 

 
 

 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 19.15 -9.24% 161.27 1.82 28.51 1.49 73

SG6 to O-cell 40.6 35.1 20.60 21.10 2.42% 91.83 1.71 18.17 0.86 79

O-cell to SG5 35.1 31.6 21.40 18.74 -12.42% 185.28 2.79 27.18 1.45 52

SG5 to SG4 31.6 26.6 13.60 9.56 -29.74% 45.84 2.40 8.51 0.89 67

SG4 to SG3 26.6 19.6 9.70 9.49 -2.13% 75.33 1.75 10.57 1.11 95

SG3 to SG2 19.6 12.6 9.90 9.91 0.12% 241.47 0.67 24.19 2.44 104

15.12 13.97 -7.60% 133.54 1.74 18.89 1.41 78.33

6269 5793 -7.60%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 10.47 -50.38% 73

SG6 to O-cell 40.6 35.1 20.60 15.66 -23.99% 79

O-cell to SG5 35.1 31.6 21.40 11.99 -43.96% 52

SG5 to SG4 31.6 26.6 13.60 7.24 -46.80% 67

SG4 to SG3 26.6 19.6 9.70 6.34 -34.61% 95

SG3 to SG2 19.6 12.6 9.90 5.92 -40.19% 104

15.12 9.17 -39.37% 78.33

6269 3801 -39.37% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 14.47 -31.42% 42.33 1.82 12.66 0.87 73

SG6 to O-cell 40.6 35.1 20.60 18.83 -8.59% 42.33 1.71 11.96 0.64 79

O-cell to SG5 35.1 31.6 21.40 15.41 -28.00% 42.33 2.79 12.26 0.80 52

SG5 to SG4 31.6 26.6 13.60 9.33 -31.43% 37.49 2.40 7.59 0.81 67

SG4 to SG3 26.6 19.6 9.70 8.98 -7.40% 41.35 1.75 8.17 0.91 95

SG3 to SG2 19.6 12.6 9.90 7.78 -21.41% 41.35 0.67 7.48 0.96 104

15.12 11.93 -21.07% 41.18 1.74 9.68 0.84 78.33

6269 4949 -21.07%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)
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Table 61 - O-cell test shaft analysis FDOT method results 

 
 

Table 62 - O-cell test shaft analysis FDOT* method results 

 
 

Table 63 - O-cell test shaft LN transformed method results 

 
 
Finally, the last method used REC% and qt/qu adjustments for each zone based on data 
from boring B8 (closest boring location, qt adjustment method 3) for analysis.  The 
following provides the results: 
 
 

SG7 to SG6 45.6 40.6 21.10 11.04 -47.67% 32.06 1.82 8.44 0.76 65

SG6 to O-cell 40.6 35.1 20.60 14.62 -29.01% 32.47 1.71 7.75 0.53 66

O-cell to SG5 35.1 31.6 21.40 11.02 -48.51% 31.33 2.79 7.01 0.64 44

SG5 to SG4 31.6 26.6 13.60 8.47 -37.71% 23.25 2.40 5.88 0.69 65

SG4 to SG3 26.6 19.6 9.70 7.52 -22.46% 25.72 1.75 5.35 0.71 90

SG3 to SG2 19.6 12.6 9.90 6.58 -33.50% 22.20 0.67 4.50 0.68 100

15.12 9.55 -36.80% 27.28 1.74 6.29 0.67 71.67

6269 3962 -36.80%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 11.04 -47.67% 32.06 1.82 8.44 0.76 65

SG6 to O-cell 40.6 35.1 20.60 16.27 -21.04% 35.13 5.45 8.13 0.50 65

O-cell to SG5 35.1 31.6 21.40 14.37 -32.84% 44.40 2.79 11.32 0.79 50

SG5 to SG4 31.6 26.6 13.60 7.12 -47.66% 17.82 2.40 4.23 0.59 59

SG4 to SG3 26.6 19.6 9.70 6.81 -29.80% 18.29 1.75 4.28 0.63 86

SG3 to SG2 19.6 12.6 9.90 6.58 -33.50% 22.20 0.67 4.50 0.68 100

15.12 9.83 -35.00% 26.71 2.36 6.34 0.65 70.83

6269 4075 -35.00%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 10.08 -52.21% 24.72 2.51 7.47 0.74 56

SG6 to O-cell 40.6 35.1 20.60 12.87 -37.51% 24.97 2.50 6.39 0.50 55

O-cell to SG5 35.1 31.6 21.40 9.38 -56.15% 19.95 2.79 5.10 0.54 40

SG5 to SG4 31.6 26.6 13.60 8.44 -37.95% 23.25 2.40 6.10 0.72 65

SG4 to SG3 26.6 19.6 9.70 7.49 -22.76% 22.62 2.44 4.82 0.64 85

SG3 to SG2 19.6 12.6 9.90 6.73 -31.98% 22.20 2.46 4.05 0.60 96

15.12 8.96 -40.70% 23.05 2.50 5.54 0.63 66.17

6269 3718 -40.70%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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Table 64 - O-cell test shaft analysis raw data results 

 
 

Table 65 - O-cell test shaft analysis geometric mean results 

 
 

Table 66 - O-cell test shaft analysis limiting method results 

 
 
 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 18.88 -10.51% 159.01 1.80 28.11 1.49 73

SG6 to O-cell 40.6 35.1 20.60 20.80 0.98% 90.55 1.69 17.91 0.86 79

O-cell to SG5 35.1 31.6 21.40 18.48 -13.65% 182.68 2.75 26.80 1.45 52

SG5 to SG4 31.6 26.6 13.60 13.97 2.69% 66.99 3.51 12.43 0.89 67

SG4 to SG3 26.6 19.6 9.70 13.87 43.03% 110.09 2.56 15.44 1.11 95

SG3 to SG2 19.6 12.6 9.90 14.49 46.32% 352.92 0.98 35.35 2.44 104

15.12 16.42 8.61% 166.92 2.13 22.74 1.41 78.33

6269 6809 8.61%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Average Skin Friction (ksf)

Total Load (kips)

SG7 to SG6 45.6 40.6 21.10 10.32 -51.08% 73

SG6 to O-cell 40.6 35.1 20.60 15.44 -25.05% 79

O-cell to SG5 35.1 31.6 21.40 11.82 -44.75% 52

SG5 to SG4 31.6 26.6 13.60 10.58 -22.24% 67

SG4 to SG3 26.6 19.6 9.70 9.27 -4.44% 95

SG3 to SG2 19.6 12.6 9.90 8.65 -12.59% 104

15.12 10.80 -28.59% 78.33

6269 4477 -28.59% N/A

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Percent 

Difference 
Count

Average Skin Friction (ksf)

Total Load (kips)

Geometric Mean (Raw Data)

SG7 to SG6 45.6 40.6 21.10 14.40 -31.75% 42.96 1.80 12.78 0.89 73

SG6 to O-cell 40.6 35.1 20.60 18.68 -9.33% 42.96 1.69 12.02 0.64 79

O-cell to SG5 35.1 31.6 21.40 15.24 -28.76% 42.96 2.75 12.21 0.80 52

SG5 to SG4 31.6 26.6 13.60 13.40 -1.46% 46.54 3.51 10.29 0.77 67

SG4 to SG3 26.6 19.6 9.70 12.84 32.34% 46.54 2.56 10.95 0.85 95

SG3 to SG2 19.6 12.6 9.90 11.04 11.53% 46.54 0.98 9.62 0.87 104

15.12 14.01 -7.35% 45.02 2.13 11.16 0.81 78.33

6269 5809 -7.35%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Totals not needed for these values

Predicted 

Standard 

Deviation 

(Monitoring)

Count

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Predicted 

CV 

(Monitoring)

Limiting Ultimate Values

Average Skin Friction (ksf)

Total Load (kips)
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Table 67 - O-cell test shaft analysis FDOT method results 

 
 

Table 68 - O-cell test shaft analysis FDOT* method results 

 
 

Table 69 - O-cell test shaft LN transformed method results 

 
 
From the entire analysis, it was found that the raw data method typically provided the 
best result when used with qt adjustments.  The FDOT* and Limiting method provided 
some of the most accurate total estimations but produced a more streamlined result and 
did not follow the trends of the data for each individual layer.  It was also determined 
that the geometric mean and LN transform methods were far too conservative in their 

SG7 to SG6 45.6 40.6 21.10 10.89 -48.41% 31.61 1.80 8.33 0.76 65

SG6 to O-cell 40.6 35.1 20.60 15.24 -26.01% 34.64 1.69 8.42 0.55 69

O-cell to SG5 35.1 31.6 21.40 13.57 -36.61% 37.94 2.75 10.42 0.77 49

SG5 to SG4 31.6 26.6 13.60 12.38 -8.96% 33.98 3.51 8.59 0.69 65

SG4 to SG3 26.6 19.6 9.70 10.99 13.33% 37.60 2.56 7.82 0.71 90

SG3 to SG2 19.6 12.6 9.90 9.62 -2.81% 32.45 0.98 6.58 0.68 100

15.12 11.88 -21.44% 34.59 2.13 8.13 0.69 73.00

6269 4925 -21.44%

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Totals not needed for these values

FDOT Method

Average Skin Friction (ksf)

Total Load (kips)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

SG7 to SG6 45.6 40.6 21.10 10.89 -48.41% 31.61 1.80 8.33 0.76 65

SG6 to O-cell 40.6 35.1 20.60 16.04 -22.15% 34.64 5.37 8.02 0.50 65

O-cell to SG5 35.1 31.6 21.40 14.17 -33.78% 43.78 2.75 11.16 0.79 50

SG5 to SG4 31.6 26.6 13.60 10.40 -23.50% 26.04 3.51 6.19 0.59 59

SG4 to SG3 26.6 19.6 9.70 9.95 2.60% 26.73 2.56 6.25 0.63 86

SG3 to SG2 19.6 12.6 9.90 9.62 -2.81% 32.45 0.98 6.58 0.68 100

15.12 11.55 -23.58% 31.71 2.74 7.44 0.65 70.83

6269 4791 -23.58%

Count

Average Skin Friction (ksf)

Total Load (kips) Totals not needed for these values

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

FDOT* Method (Each Section)

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

SG7 to SG6 45.6 40.6 21.10 11.17 -47.08% 29.42 2.84 8.52 0.76 57

SG6 to O-cell 40.6 35.1 20.60 14.14 -31.35% 28.54 5.37 6.36 0.45 58

O-cell to SG5 35.1 31.6 21.40 10.60 -50.47% 27.83 3.50 6.37 0.60 42

SG5 to SG4 31.6 26.6 13.60 10.38 -23.66% 26.04 3.51 6.27 0.60 59

SG4 to SG3 26.6 19.6 9.70 9.99 2.95% 26.73 3.15 6.16 0.62 85

SG3 to SG2 19.6 12.6 9.90 9.15 -7.60% 28.53 3.21 5.06 0.55 94

15.12 10.80 -28.53% 27.83 3.58 6.36 0.59 65.83

6269 4481 -28.53%Total Load (kips) Totals not needed for these values

LN Transform Method

Shaft Section              

(Strain Gauge 

Levels)

Elevation Range           

(ft)

Measured 

Mean          

(O-cell)         

(ksf)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Count

Average Skin Friction (ksf)
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estimations, and that the FDOT* method typically produced better results than the 
FDOT method.  As a result, the geometric mean, LN transform, and FDOT methods 
were abandoned for future field drilling analysis. 
 

3.4 Overland Test Shaft Preliminary Analysis  

Overland shaft monitoring provided limited comparative data.  The lack of comparative 
data was a combination of the Statnamic load testing not fully mobilizing the entire shaft 
and the majority of limestone layers being drilled with a rock drilling bucket.  In drilled 
shaft installations, a rock auger bit is typically used when drilling into layers of rock and 
was therefore the focus of developing drilling equations.  However, drilling buckets are 
sometimes used in softer weathered rock where they tend to be more efficient than rock 
augers in removing drilled debris.  Consequently, it is expected that some form of bit 
coefficient will need to be developed for drilling buckets based on the newly developed 
rock auger bit equations.  This should be possible as the cutting action provided by 
conical carbide teeth is the same for both bits types.  Although, it is expected that 
drilling buckets will produce higher side resistances due to a larger surface area in 
contact with side walls of the shaft and drilling buckets are not tapered like an auger bit. 
Regardless, the main focus of this research was to develop drilling equations for use 
with rock augers, since these are the drill bit types generally used.   
 
In light of the repeated use of drilling buckets at Overland, small sections of test shaft 1 
and 2 were brought to complete failure.  Fortunately, one of these failed sections was in 
limestone where a rock auger was used, providing comparable data.  Hydraulic 
conversions were made using spec sheet data available from Bauer.  The following 
explains the crowd and torque conversions made to provide the preliminary analysis. 
 
3.4.1 Developing Drill Rig Equations for Crowd and Torque Conversion 

The Bauer BG 30 drill rig used at Overland was confirmed to use a multi drive system 
with two available gears.  However, second gear provides higher rotational speeds with 
less available torque and is only used for spinning off material from the auger bit.  For 
the analysis, only first gear needed to be considered as this was the gear used for 
drilling (confirmed by the contractors lead drill rig operator).  Once the gear setup was 
confirmed, the next step was to determine the maximum torque, crowd, and hydraulic 
pressures available within the system.  From spec sheets provided by Bauer for the 
exact rig, these parameters were able to be determined and confirmed from rig 
inspection. The maximum crowd was determined to be 330 kN using an operating 
pressure of 320 bar (32 MPa).  The maximum torque was determined to be 300 kN-m 
using an operating pressure of 350 bar (35 MPa).  The following shows how the values 
were determined: 
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Figure 122 - Bauer BG 30 crowd specs from serial plate, max crowd and operating 

pressure 
 

 
Figure 123 - Bauer BG 30 specs from serial plate, showing model type and operating 

pressure 
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Figure 124 - Bauer BG 30 spec sheet, showing torque operating pressure and 
maximum crowd 

 
 

 
Figure 125 - Bauer BG 30 specs, showing model type and maximum torque 

 
Once the needed parameters were determined, the conversions could be made using 
the following equation: 
 

Torque or Crowd = K * (Operating Pressure – Threshold Pressure)....................Eq 7 

 
The theoretical threshold pressure for the Bauer BG30 rigs was 5 Bar, according to a 
Jean Lutz representative.  This provided a single equation with a single unknown and 
could be solved straightforward.  The following are the known parameters: 

Max Torque 
for 1st gear 
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Maximum Torque = 300 kN-m 
Maximum Crowd = 330 kN 
Operating Pressure for Torque = 350 Bar 
Operating Pressure for Crowd = 320 Bar 
Threshold Pressure = 5 Bar 
 
For Crowd: 
 
330 kN = K * (320 bar – 5 bar), solving for K provides, K = 1.0476 
 
For Torque: 
 
300 kN-m = K* (350 bar – 5 bar), solving for K provides, K = 0.8696 
 
The derived K coefficients were very similar to the equations provided by IMT engineers 
for the rig used at Little River.  For the IMT AF250 rig, Kcrowd = 1.194 and in 1st gear 
KTorque = 0.708.  Both of these coefficients were used in the general equation, torque or 
crowd = K * Pressure.  Using the theoretical K coefficients the following preliminary 
analysis was completed. 
 
Presented below is the load transfer summary and T-Z curve data for test shaft 2 at 
Overland: 
 

Table 70 - Load transfer summary for Overland test shaft 2 
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Figure 126 - Overland test shaft 2 T-Z curves 

 
Seen from the two data sheets, segments 2 and 3 were in limestone, or representative 
limestone material.  The side shear was fully mobilized in segment 2 and was 
approaching mobilization in segment 3.  Both of these sections were also drilled using a 
rock auger.  Therefore, analysis was completed for both segments using qu estimated 
from monitoring, qt adjustments made using available core within the elevation range of 
each segment, and fs derived using the SFH recommended equation.  The preliminary 
results are presented here: 
 

Segment 2 Segment 3 
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Figure 127 - Overland test shaft 2 compressive strength frequency distribution for 

segment 2 
 

 
Figure 128 - Overland test shaft 2 skin friction frequency distribution for segment 2 

 
 

 

Stats qu (ksf)

Mean 8.29

Median 7.45

Max 27.64

Min 0.72

Std Dev 5.54

CV 0.669

Count 68

 

Stats Raw Data FDOT* Limiting

Mean 1.97 1.87 1.97

Median 1.78 1.78 1.78

Max 6.49 3.06 6.49

Min 0.17 0.73 0.17

Std Dev 1.31 0.49 1.31

CV 0.663 0.262 0.663

Count 68 45 68

Skin Friction, fs (ksf)
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Figure 129 - Overland test shaft 2 compressive strength frequency distribution for 

segment 3 
 

 
Figure 130 - Overland test shaft 2 skin friction frequency distribution for segment 3 

 
 
 

 

Stats qu (ksf)

Mean 26.42

Median 12.94

Max 195.78

Min 0.68

Std Dev 37.46

CV 1.418

Count 68

 

Stats Raw Data FDOT Limiting

Mean 6.10 3.68 6.10

Median 3.07 2.45 3.07

Max 43.67 14.25 43.67

Min 0.16 0.16 0.16

Std Dev 8.42 3.23 8.42

CV 1.380 0.877 1.380

Count 68 61 68

Skin Friction, fs (ksf)
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Table 71 - Test shaft 2 preliminary analysis results 

 
 
From the results it can be seen that for segment 2 (fully mobilized), the monitoring 
predictions were within 5 – 10% difference of the Statnamic results.  This proved that 
Teale’s specific energy equation, used at both locations, was able to accurately predict 
the capacity of both shafts.  Therefore, Teale’s equation was used for the remaining 
analyses and the Kanapaha load test. 
 

3.5 Johnston’s Criteria  

Preliminary analysis verified the drilled shaft monitoring methods were capable of 
estimating compressive strength in real time quite accurately.  However, in order to 
estimate skin friction and shaft capacity in real time, using the SFH recommended 
method, split tension data was also needed.  The previous sections presented multiple 
methods of adjusting the qt/qu ratios based on site specific conditions, post monitoring, 
to determine the needed split tension strengths for determining skin friction.  However, 
the efficiency and validity of this approach was in question.  Using this approach, skin 
friction could not be estimated in real time and compressive strength values may be 
paired with split tension values from two dissimilar materials.  The latter may provide 
inaccurate qt/qu ratios and shaft capacity estimates in other locations with less available 
core data.  For example, in Table 72 the red box indicates a qt-qu pair that would be 
used to determine the average qt/qu ratio for a layer or site to make qt adjustments.  
However, looking at the dry unit weights and moisture contents of the two test results, it 
is clear that these are dissimilar materials and should not be combined and used to 
determine an average qt/qu ratio. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Statnamic

fs (ksf) fs (ksf) % Diff fs (ksf) % Diff fs (ksf) % Diff

2 2.06 1.97 -4.32 1.87 -9.31 1.97 -4.32

3 4.68 6.10 68.86 3.68 -48.59 6.10 68.86

Raw Data FDOT Limiting
Status Segment 

Fully Mobilized

Approaching Mobilization
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Table 72 - Core data from Little River indicating dissimilar materials 

 
 
Based on this logic, new criteria were developed to produce “valid” qt-qu pairs.  The new 
criteria was set to only match pairs if the dry densities (dry unit weight) were within 10 
pcf of one another and if the moisture contents were within 4% of one another.  The 
thought behind this was that similar materials should have similar dry unit weights and 
also a similar void structure which would satisfy the Gw = Se condition for geomaterials.  
The dry unit weight indicates that similar materials make up the rock mass and the 
water content is representative of the void ratio and porosity of the material which 
should be indicative of the void structure.  However, enforcing the pairing criterion 
provided very few qt-qu pairs at each site to determine the qt/qu ratio needed to make the 
proper qt adjustments.  This was more relevant at Overland where fewer than five “valid” 
pairs were able to be created for each distinct layer that was monitored; even though 
additional core data was obtained in four separate locations, all within 10 feet of the 
monitored shaft.  This led to a more theoretical approach to develop qt adjustments. 
 
Based on Johnston’s criterion (1985) for geomaterials, a qt/qu vs. qu plot was developed 
by Anoglu et al. (2006) for the concrete industry, indicating qt/qu ratios decrease as 
compressive strength increases and that the trend is nonlinear (Gatorock trending was 
in agreement).  Anoglu tested various concrete samples that were developed using 
different water-to-cement ratios, binders, additives, cure times, and curing conditions.  
This is similar to the various limestone formations found throughout Florida.  Each 
formation comprises different binding materials found within the rock matrix, such as 
clay found in north Florida that is not found in south Florida, various formation ages 
ranging from less than 1 million years to over 35 million years, various curing conditions 
such as changing sea level or the amount of overburden present above the formation, 
as well as different skeletal remains left behind that act as the aggregate and provide 
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the main source of the binder from calcite precipitate.  Figure 131 presents Anoglu’s 
developed concrete plot.   
 

 
Figure 131 - qt/qu vs qu for concrete (Anoglu et al., 2006) 

 
In Johnston’s report, he indicated that a similar relationship for splitting tensile strength 
and compressive strength can be determined for all geomaterials ranging from lightly 
over-consolidated clay to very hard rock.  Using Johnston’s proposed criterion, an 
equation similar to Anoglu’s was developed for Florida geomaterials.  The equation 
development began using Anoglu’s relationship for qt/qu ratios, based on Johnston’s 
criterion. 
 
qt

qu
⁄ = B

M⁄ …………………………………………………………Eq 8 

 
where, 
  

 qt = Uniaxial tensile strength (direct tension) 

 qu = Uniaxial compression strength (unconfined compression) 
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 B is a material parameter developed by Johnston that defines the nonlinearity of 
the Mohr-Coulomb failure envelope and is a measure of confinement 
effectiveness.  B is independent of material type. 

 M is also a Johnston material parameter and defines the changes in failure 
stresses associated with different geomaterial types (i.e., The relationship 
between Φ’ and qu) 

 
Johnston developed a single equation for B, 
 

B = 1 − (log 0.0172qu)2……………………………………………Eq 9 

 
where qu is measured in kilopascals (kPa), and developed multiple equations for M 
based on material groupings such as; carbonate materials with well-developed crystal 
cleavage (e.g., limestone and dolomite), 
 

M = 2.065 + 0.170(log qu)2……………………………………….Eq 10  

 
and lithified argillaceous materials with strong crystals and poorly developed crystal 
cleavage (e.g., clay, claystone, and mudstone), 
 

M = 2.065 + 0.231(log qu)2……………………………………….Eq 11 

 
With the understanding that Florida field drilling would likely pass through varying layers 
of over-consolidated clays, IGMs, and limestone, both M equations were considered for 
the development of the Florida geomaterials, qt/qu vs. qu relationship.  Therefore, using 
Johnston’s equations for M and B, the following relationships, Figure 132, were 
developed using qu values ranging from 1 to 10,000 psi, with data points plotted for qu in 
increments of 10 psi (e.g. 10 psi, 20 psi, 30 psi, etc.).  The respective qt values were 
generated using the relationship qt = qu x (B/M).  Note, the carbonate materials are 
labeled limestone and the lithified argillaceous materials are labeled clay. 
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Figure 132 – qt/qu vs. qu for clay and limestone using Johnston’s criteria  

Evident from the developed regression equations, the shape of the two curves are 
different and the new curve developed for Florida geomaterials needed to account for 
this.  It was proposed that by using the qu data set from Little River, the shape of the two 
curves could be combined.  At Little River, there was a high degree of variability within 
the qu core samples that were collected (CV = 1.81).  The high degree of variability was 
a result of the multiple materials types present at the site (three distinct layers indicated 
in Figure 117).  This included over-consolidated clays, IGMs, and limestone with a large 
qu range (qu = 4.3 to 4,300 psi).  Therefore, by using the reported qu values from Little 
River, more emphasis would be placed in different portions of the qu range.  This would 
be more representative of actual Florida site conditions instead of using equally spaced 
increments of qu to establish the relationship.  For example, it is highly unlikely that there 
would be an equal number of core samples obtained in the 9,000 to 10,000 psi qu range 
and the 1 to 1,000 psi qu range and the developed curve needed to account for this.  As 
well, by placing more emphasis on low end qu values, from clays and IGMs, the 
approach should reshape the curve to better represent both material groupings.  Since 
the focus of the study is on limestone, the M equation for limestone was used as the 
basis for development and the following presents the developed curve. 
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Figure 133 – qt/qu vs. qu developed using only Little River qu data 

The new Florida geomaterials curve was then compared to the previously developed 
clay and limestone curves. 
 

 
Figure 134 – Comparison of qt/qu vs. qu curves 
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As seen in Figure 134, the shape of the limestone curve changed.  However, the curve 
provided qt/qu ratios much higher than the clay and IGM curve, and were higher than the 
original limestone curve for qu > 1,000 psi.  This was thought to be a result of Johnston’s 
data set not including any limestone samples from Florida to establish the M equations.  
Therefore, a correction factor would need to be applied to account for the differences in 
material formation of Florida limestone compared to limestone found elsewhere 
throughout the nation.  In Florida, for the design of highway pavement materials; the 
Limerock Bearing Ratio, LBR, is used instead of the California Bearing Ratio, CBR, 
which is used nationwide.  The only difference between the two tests is the compressive 
strength used to define the standard strength of limestone.  For the CBR, qu = 1,000 psi 
and for the LBR, qu = 800 psi.  This same reduction was then applied to establish the 
correction factor, 
 

Correction Factor =
quLBR

quCBR
⁄ =

800 psi
1,000 psi⁄ = 0.80…Eq 12 

 
applying the correction factor to qu, 
 
qt

(0.8 × qu)⁄ = B
M⁄ ……………………………………………….Eq 13 

 
and rearranging the equation to solve for qt,  
 

qt = 0.8 × qu × (B
M⁄ )……………………………………………..Eq 14 

 
Therefore, the new equation would be, 
 
qt

qu
⁄ = 0.8 × 0.545 × qu

−0.175 = 0.436 × qu
−0.175……………..Eq 15 

 
The new Florida geomaterials equation, with the correction factor applied, Eq 15, was 
then compared to the original limestone and clay equations again, Figure 135. 
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Figure 135 - Comparison of qt/qu vs. qu curves with the new Florida geomaterials curve 

Evident in Figure 135, the correction factor appeared to work well.  The qt/qu ratios for 
the lower end qu values were quite representative of the clay and IGM curve, and as qu 
increases the qt/qu ratios become more representative of the original limestone curve.  
Therefore, by only using the qu values obtained from Little River and applying the 
correction factor, a curve that represents both material groupings was developed.  
Interestingly, the qt/qu range is approximately 0.29 to 0.09 for qu ranging from 10 to 
10,000 psi, and is close to what UF and FDOT investigators felt the range should be 
(The range was thought to be 0.3 to 0.1).   
 
To simplify deriving qt using qu with the newly developed equation, qt was plotted vs. qu, 
Figure 136, and another equation was derived to calculate qt directly. 
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Figure 136 – Florida geomaterials qt equation  

From Figure 136, estimates for qt can now be derived directly using the following 
equation, 
 

qt = 0.436 × qu
0.825………………………………………………..Eq 16  

 
where the units for qu and qt are in psi.  
 
Using the new Florida geomaterials equation, qt values were estimated using measured 
qu values and compared to measured qt core data from around the state.  The basis of 
the comparison was dry unit weight and water content (pairing criteria parameters) 
plotted versus qt.  If the predicted qt values were accurate, they should plot in 
accordance with the measured qt values obtained from actual split tension testing.   
Figure 137 and Figure 138 provide the comparisons using 1223 measured qt values and 
739 predicted qt values derived using the Florida geomaterials equation with the 
available 739 compressive strength values from the following project sites. 
 

 17th Street Causeway 

 Acosta Bridge  

 BR720153 SR-9 (I-95) Overland 

 CR-326 @ Waccasa River 

 HEFT / SR 874 PD&E 
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 I-295 Buckman Bridge 

 I-295 Dames Point Bridge 

 I-95 @ I-295 Cloverleaf 

 I-95 Fuller Warren Bridge 

 Jewfish Creek 

 MIC- People Mover Project 

 NW 12th Ave (SR 933) Miami River Bridge 

 NW 36th Street Bridge 

 Pump Station at Bal Harbour (96th St & Indian Creek) 

 Radio Tower Everglades Academy (Florida City) 

 SR-10 @ CSX RR (Beaver St. Viaduct), Duval Co. 

 SR-20 @ Lochloosa Creek, Alachua Co. 

 SR-25 @ Santa Fe River 

 SR30/US98 @ Aucilla River (District 3) 

 SR-9 (I-95) Overland Bridge 

 US-90 Victory Bridge (District 3) 

 Verona Ave Bridge Over Grand Canal 

 Wall At Service Road South of Snake Creek 
 

 
Figure 137 - split tension strength vs. water content with predicted qt values for 23 

Florida sites 
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Figure 138 - Dry unit weight vs. split tension strength with predicted and measured qt 

values from 23 Florida sites 
 
Figure 137 and Figure 138, show the predicted qt values fit the measured qt data very 
well for all of Florida.  The dry unit weight versus split tension plot provided better 
trending and a more thorough investigation was conducted.   
 
For the investigation, measured qt values were grouped by dry unit weight within a 5 pcf 
range (e.g., 105 to 110 pcf, 110 to 115 pcf, etc.).  Next, the mean and standard 
deviation were calculated for qt values within each unit weight range.  The standard 
deviation was used to establish an “acceptable” strength range, one standard deviation 
above and below the mean, for predicted qt values within each respective unit weight 
range.  The predicted qt values were grouped and averaged the same way as the 
measured values.  The measured and predicted qt values were then compared on the 
basis of dry unit weight versus splitting tensile strength.   The results are provided in 
Figure 139. 
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Figure 139 - Dry unit weight vs. split tension strength with average predicted and 

measured qt values from 23 Florida sites 

As seen in Figure 139, the predicted qt values all fall within one standard deviation from 
the mean measured qt values.  Therefore, the Florida geomaterials equation, Eq 16, for 
predicting qt using qu should be fairly accurate.  Although, it should be noted that the qt 
used in Johnston’s criteria is for uniaxial tension (direct tension), not split tension.  
Anoglu used the following to transform uniaxial tension to split tension; 
 

Uniaxial Tension = λ × Split Tension…………………………………..Eq 17  

 
where λ = 0.9. 
 
However, the value of λ used by Anoglu was derived for concrete, and the value of λ for 
Florida limestone and IGM is unknown.  Therefore, λ was assumed to be 1, as the 
current Florida geomaterials equation provided a good conservative estimate for 
splitting tensile strength. 
 
The next step was to reanalyze the Little River and Overland monitoring using qt derived 
from monitored qu values with the new Florida geomaterials equation, Eq 16, and 
making a skin friction prediction using SFH recommended method.  The preliminary 
analysis included using the limestone and Florida geomaterials equations to determine 
which performed best in locations where side shear was mobilized.  The correction 
factor, 0.8, used to develop the Florida geomaterials equation, was also applied to the 
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general limestone equation and considered for the analysis as well.  The “general 
limestone equation” is referencing the regression equation for limestone in Figure 

132Figure 134, rearranged to solve for qt directly, qt =
0.659qu

0.796……………………………………………Equation 18. 

qt = 0.659qu
0.796……………………………………………Equation 18 

The analysis included four sections at Little River, SG7 to SG4, and segment 2 from 
Overland using the raw data method.  The results are provided in Table 73Table 75. 
 

Table 73 - Pilot projects reanalyzed using the limestone equation, Eq 18 

 
 

Table 74 - Pilot projects reanalyzed using Eq 18, for limestone, with correction factor 

 
 

Table 75 - Pilot projects reanalyzed using the Florida geomaterials equation, Eq 16 

 
 

Evident from the tables, the Florida geomaterials equation, Eq 16, provided the most 
accurate results.  Although, the limestone equation, Eq 18, with the correction applied 

Location Section Thickness (ft) Measured (ksf) Predicted (ksf) % Difference

Little River SG7 to SG6 5.0 21.10 21.79 3.27%

Little River SG6 to O-cell 5.5 20.60 24.54 19.13%

Little River O-cell to SG5 3.5 21.40 21.59 0.89%

Little River SG5 to SG4 5.0 13.60 15.61 14.78%

Overland Segment 2 5.0 2.06 2.20 6.80%

Average All 4.9 15.50 17.02 9.69%

Limestone Equation, Eq 18

Location Section Thickness (ft) Measured (ksf) Predicted (ksf) % Difference

Little River SG7 to SG6 5.0 21.10 19.49 -7.63%

Little River SG6 to O-cell 5.5 20.60 21.95 6.55%

Little River O-cell to SG5 3.5 21.40 19.32 -9.72%

Little River SG5 to SG4 5.0 13.60 13.97 2.72%

Overland Segment 2 5.0 2.06 1.97 -4.37%

Average All 4.9 15.50 15.23 -1.75%

Limestone Equation, Eq 18, with Correcction Factor Applied

Location Section Thickness (ft) Measured (ksf) Predicted (ksf) % Difference

Little River SG7 to SG6 5.0 21.10 19.67 -6.78%

Little River SG6 to O-cell 5.5 20.60 22.09 7.23%

Little River O-cell to SG5 3.5 21.40 19.46 -9.07%

Little River SG5 to SG4 5.0 13.60 13.95 2.57%

Overland Segment 2 5.0 2.06 1.90 -7.77%

Average All 4.9 15.50 15.30 -1.29%

Florida Geomaterials Equation, Eq 16
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also provided very good estimates.  It was thought the Florida geomaterials equation 
may have outperformed the limestone equation because the majority of the comparative 
data was from Little River and the Florida geomaterials equation was developed using 
only Little River data, creating a bias.  The results from Overland supported the idea, as 
the limestone equation with the correction factor provided the best result.  Therefore, 
the limestone equation with the correction factor was also considered for the final 
analysis at Kanapaha.    
 
The following presents the newly analyzed monitoring results using the Florida 
geomaterials equation, Eq 16, to predict qt at both Little River and Overland, as well as 
the results using qt slope adjustments with the pairing criteria for both locations.  Again, 
the pairing criteria only matched qt with qu if both samples had dry unit weights within 10 
pcf of one another and water contents within 4% of one other. The slope adjustments, 
using the average qt/qu for a defined thickness, were made for each individual layer at 
Overland and for each soil zone at Little River (zones 2 and 3), Figure 117.  Only the 
raw data method is provided for the Little River analysis as this produced the best 
result.  Similar results were found using the FDOT*, Limiting, and Raw Data methods at 
Overland.  However, the raw data method once again provided the best result. 
 

Table 76 - Little River monitoring results using the FL geomaterials equation, Eq 16 

 
 

Table 77 - Overland monitoring results using the FL geomaterials equation, Eq 16 

 
 
 
 
 
 
 

SG7 to SG6 45.6 40.6 21.10 19.67 -6.79% 144.61 2.42 25.88 1.32 73

SG6 to O-cell 40.6 35.1 20.60 22.09 7.21% 86.51 2.28 17.10 0.77 79

O-cell to SG5 35.1 31.6 21.40 19.46 -9.08% 164.14 3.56 24.33 1.25 52

SG5 to SG4 31.6 26.6 13.60 13.95 2.60% 59.74 4.06 11.11 0.80 67

SG4 to SG3 26.6 19.6 9.70 13.77 41.95% 94.00 3.04 13.46 0.98 95

SG3 to SG2 19.6 12.6 9.90 13.89 40.28% 272.12 1.27 27.47 1.98 104

15.12 16.71 10.50% 140.45 2.65 19.72 1.21 78.33

6269 6928 10.50%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Average Skin Friction (ksf)

Total Load (kips)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Statnamic

fs (ksf) fs (ksf) % Diff fs (ksf) % Diff fs (ksf) % Diff

2 2.06 1.90 -7.77 1.86 -9.56 1.90 -7.73

3 4.68 5.55 18.48 1.77 -62.10 5.30 13.34

FDOT* Limiting
Status 

Fully Mobilized

Approaching Mobilization

Segment 
Raw Data
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Table 78 - Little River monitoring results using qt slope adjustments with pairing criteria 

 
 

Table 79 - Overland monitoring results using qt slope adjustments with paring criteria 

 
 
Using either approach to predict qt worked very well at both locations and produced 
similar results.  However, the benefit of using Florida geomaterials to predict qt and skin 
friction is the ability to make real time predictions.  Using the Florida geomaterials 
equation would also be largely beneficial for sites where core data is limited for 
individual layer qt adjustments. 
 
Additional Little River analysis was also completed using the Florida geomaterials 
equation.  The analysis took place in strain gauge zone 8 (SG8 to SG7), Figure 140.  
Analysis was not previously completed because half of the layer was indicated as clay 
and initial monitoring efforts were solely focused on layers of limestone.  However, 
based on Johnston’s criteria, monitoring layers of over-consolidated clays should be 
possible.   
 

SG7 to SG6 45.6 40.6 21.10 20.81 -1.38% 175.23 1.98 30.98 1.49 73

SG6 to O-cell 40.6 35.1 20.60 24.42 18.54% 106.29 1.98 21.03 0.86 79

O-cell to SG5 35.1 31.6 21.40 21.69 1.37% 214.44 3.23 31.46 1.45 52

SG5 to SG4 31.6 26.6 13.60 12.69 -6.71% 67.62 2.85 11.88 0.94 67

SG4 to SG3 26.6 19.6 9.70 11.25 15.96% 89.25 2.08 12.52 1.11 95

SG3 to SG2 19.6 12.6 9.90 11.74 18.62% 286.11 0.80 28.66 2.44 104

15.12 16.32 7.97% 156.87 2.01 22.07 1.42 78.33

6269 6769 7.97%

Predicted 

Maximum 

(Monitoring) 

(ksf)

Predicted 

Minimum 

(Monitoring) 

(ksf)

Count

Arithmetic Mean (Raw Data)

Totals not needed for these values

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Average Skin Friction (ksf)

Total Load (kips)

Predicted 

Standard 

Deviation 

(Monitoring)

Predicted 

CV 

(Monitoring)

Elevation Range           

(ft)

Statnamic

fs (ksf) fs (ksf) % Diff fs (ksf) % Diff fs (ksf) % Diff

2 2.06 1.95 -5.34 1.88 -8.56 1.95 -5.34

3 4.68 5.62 20.09 3.72 -20.53 5.62 20.09

FDOT* Limiting
Status 

Fully Mobilized

Approaching Mobilization

Segment 
Raw Data
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Figure 140 - Little River O-cell shaft profile, indicating strain gauge zone 8 

 
Monitoring results indicated the unit side shear to be 11.15 ksf, where the O-cell 
measured 9.9 ksf.  It is important to note that strain gauge zone 8 appears to be 
approaching mobilization based on the T-Z curves and strain gauge load distribution 
“Figure 66”, but was not fully mobilized.  The following includes an updated table with 
new monitoring results added and a bar graph providing visualization of the results. 
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Table 80 - Updated monitoring results including strain gauge zone 8 

 
 
Note:  The highlighted sections are zones where T-Z curve and strain gauge load 
distribution data indicate side shear is not approaching full mobilization.  Zones that are 
not highlighted indicate side shear has been mobilized or is approaching mobilization. 
    

 
Figure 141 - Unit side shear for each monitored strain gauge zone 

 

SG8 to SG7 55.6 45.6 9.90 11.15 12.63%

SG7 to SG6 45.6 40.6 21.10 19.67 -6.78%

SG6 to O-cell 40.6 35.1 20.60 22.09 7.23%

O-cell to SG5 35.1 31.6 21.40 19.46 -9.07%

SG5 to SG4 31.6 26.6 13.60 13.95 2.57%

SG4 to SG3 26.6 19.6 9.70 13.77 41.96%

SG3 to SG2 19.6 12.6 9.90 13.89 40.30%

15.89 16.18 1.85%

5789 5896 1.85%

13.90 15.41 10.86%

7513 8329 10.86%

Arithmetic Mean (Raw Data)

Measured 

Mean          

(O-cell)         

(ksf)

Shaft Section              

(Strain Gauge 

Levels)

Predicted 

Mean 

(Monitoring) 

(ksf)

Percent 

Difference 

Average - SG8 to SG4

Total Load (kips) - SG8 to SG4

Elevation Range           

(ft)

Average - SG8 to SG2

Total Load (kips) - SG8 to SG2
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Figure 141, shows monitoring results in all three of soil zones indicated in the 
geotechnical report.  The results follow the same trend as the qu soil stratification in 
Figure 117, from the geotechnical report. 
 
With the success of the preliminary monitoring trials at both Overland and Little River, 
researchers felt the drilling equations and the raw data method of analysis, which 
consistently provided the best results, could be used for the top down static load test.  
Consequently, the final monitoring efforts would use the raw data method of analysis 
with the qu equation developed in the lab using Teale’s equation, Eq 20, the Florida 
geomaterials qt equation, Eq 16, developed using Johnston’s criteria and the skin 
friction equation developed by McVay et al, Eq 6.  For convenience, the equations were 
combined so fs could be solved directly from qu:   
 
Substituting the Florida geomaterials equation, 
 

qt = 0.436 × qu
0.825qt = 0.436 ×

qu
0.825………………………………………………..Eq 16 

 
into the skin friction equation developed by McVay et al., 
 

fs = 1
2⁄ × qu

0.5 × qt
0.5fs = 1

2⁄ × qu
0.5 ×

qt
0.5……………………………………………...Eq 6 

 
fs can be solved directly using only qu, 
 

fs = 0.3302 × qu
0.9125……………………………………………...Eq 19 

 
where, 
 

qu =
−13.68+√187.2−0.0264∗(−

F

A
−(

2π

A
)(

NT

u
))

0.0132
…………………………….Eq 20 

 
which is the drilling equation developed in the lab. 
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CHAPTER 4 FULL-SCALE DRILLED SHAFT INSTALLATION WITH CAPACITY 
ESTIMATED REAL TIME FROM DRILLING PARAMETERS FOLLOWED BY STATIC 

LOAD TESTING 

4.1 Kanapaha Overview 

The site designated for the final load test was FDOT’s Kanapaha site located in 
Gainesville, Florida.  The Kanapaha site was chosen for the final test because previous 
site investigation indicated the limestone was highly variable and highly weathered, and 
core samples were hard to recover (i.e., poor recoveries in most locations).  Both 
parties, FDOT and UF, felt that a successful result at Kanapaha would prove the true 
benefit of drilled shaft monitoring.   
 

4.2 Kanapaha Site Investigation  

From previous site investigation completed at Kanapaha, a host of CPT, SPT, auger 
boring, and core boring data was available to begin the search for an ideal load test 
location.  Previous load test data obtained in 1993 was also available. Throughout the 
course of the new site investigation, 12 seismic test lines, over 20 CPTs, 15 core 
borings, and 5 SPTs were completed in the search for a viable location “Figure 142”. 
 

 
Figure 142 - Kanapaha site investigation locations 

 
The incredible amount of site investigation performed was mainly due to the highly 
variable and highly weathered nature of the limestone.  At the Kanapaha site, the Ocala 
Limestone formation is encountered, which is one of the oldest formations found in 
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Florida.  Additionally, the site is located within the Ocala uplift which provides a karst 
landscape that is very cavernous due to a high degree of weathering.  In most locations 
where seismic testing indicated rock was present, SPT and core runs indicated the 
same.  However, the extracted limestone was mostly in a granular form due to the high 
degree of weathering.  For example, the seismic results for EW line 3 (Figure 143) 
indicated limestone should be encountered between depths 30 to 35 feet. 

 
 

 

 
Figure 143 - Seismic line EW 3 results for P-wave, S-wave, and Poisson ratio 

 
From the SPT run, limestone was encountered at the predicted depth, however the 
limestone was highly weathered with the recovered samples obtained in a granular form 

Seismic results displaying higher 
waves speeds which is indicative of 
rock beginning around 30 to 35 feet 
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rather than an intact rock mass as previously discussed.  This can be seen in Figure 
144 and Figure 145. 
 

 
Figure 144 - Limestone recovered at a depth of 30 feet (grey clay at the top of the 

spoon) 
 

Highly 
Weathered 
Limestone 
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Figure 145 - Highly weathered limestone at a depth of 30 feet 

 
In addition to poor intact specimen recoveries encountered throughout the site, the 
planned load test shaft diameters were 36 inches (3 feet).  This meant that in order to 
adhere to ASTM guidelines for a top down static load test, the clear distance between 
shafts needed to be 15 feet to provide the needed 5D spacing. In total this called for a 
39 foot span of competent limestone at nearly the same depth with a similar layer 
thickness in all three shaft locations. 
 
It was not until nearly a year of thorough site investigation was completed until such a 
location was found in the south east corner of the site.  Displayed in Figure 146, borings 
23, 24 and 25 were designated the shaft locations.  The reaction shafts are indicated in 
green and the test shaft is indicated in red. 
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Figure 146 - Kanapaha boring locations  
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Figure 147 - Displays the first competent rock cores recovered at the site. 

 
4.3 Core Data Analysis 

As discussed in the previous section, the necessary core data to design the shafts for 
the final load test was obtained in the southeast corner of the site.  The core data 
indicated that competent limestone should be present from 40 to 50 feet below the 
surface in all three shaft locations.  From the core data, frequency distributions were 
created for compressive and split tension strength, Figure 148 through Figure 151, for 
the aforementioned depths from all 9 borings in and around the footprint of the shafts.  
Johnston’s criteria (Florida geomaterials equation), was used to provide additional data 
for comparison.  Using Johnston’s criteria, compressive strength was estimated using 
each split tension result and spit tension strength was estimated using each 
compressive strength result, doubling the amount of data available for analysis. 
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Figure 148 - qu frequency distribution for depths 40 to 45 feet 

 

 
Figure 149 - qt frequency distribution for depths 40 to 45 feet 
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Figure 150 - qu frequency distribution for depths 45 to 50 feet 

 

 
Figure 151 - qt frequency distribution for depths 45 to 50 feet 

 
Of interest, is the comparison of the frequency distributions where only measured qu 
values are considered and the distributions where predicted qu values using Johnston’s 
criteria are combined with the measured qu values.  The qu distributions using 
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Johnston’s criteria indicated higher strength limestone may be present.  The reason for 
the increase in strength is likely a result of the failure mode during the compression test.  
Johnston noted in his report that his most important condition to satisfy his criteria was 
that compression test results had to be in reasonable agreement with all other test 
methods, particularly triaxial tests on similar specimens.  This is because quite often, 
the failure mode associated with compression testing is axial splitting, shown in Figure 
152-a.  A compressive failure mode should ideally involve a shear plane inclined to the 
sample axis, as displayed in Figure 152-b.  However, rarely is the ideal shear plane 
ever achieved in unconfined compression testing. 
 

 
Figure 152 - Failure modes in compression tests: (a) Axial splitting, (b) shearing  

 
The axial splitting mode may be caused by platen friction effects, which induce the 
development of tensile stresses within the tested sample.  This ultimately leads to a 
failure controlled by the smaller tensile strength of the material.  Therefore, the failure 
involving tensile splitting will give a result that can significantly underestimate the likely 
compressive shear strength.  The tested cores were investigated for axial splitting and 
this was found to be the case for several samples. Therefore, higher end qu values 
obtained using Johnston’s criteria were considered during the shaft designs.  Frequency 
distributions for skin friction in each layer are presented in Figure 153 and Figure 154.  
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Figure 153 - Skin friction frequency distribution for depths 40 to 45 feet 

 

 
Figure 154 - Skin friction frequency distribution for depths 45 to 50 feet 

 
After investigating the frequency distributions three methods for estimating skin friction 
were implemented:  average skin friction using measured values, average skin friction 
including predicted Johnston values and using measured and Johnston generated 
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values to determine an average and eliminating values that fell above or below one 
standard deviation from the mean (fs w/ Johnston* in Figure 153).  Average skin friction 
values were determined for each shaft by only using core data obtained from the 3 
closest borings, all within five feet from the center of the shaft (i.e., East shaft only 
considered borings 19, 23 and 26 to determine the average skin friction using each 
method of analysis). The results are displayed in the following tables. 
 

Table 81 - Estimated skin friction for depths 40 to 45 feet 

 
 

Table 82 - Estimated skin friction for depths 45 to 50 feet 

 
 

The average and Johnston* values were chosen to use for MultiPier simulations.  As 
well, variable recoveries, REC%, were considered for the simulations.  This was done to 
account for the high degree of weathering encountered with the recovered cores.  
Researchers were unsure if the actual recoveries were representative of the field 
conditions. Due to the high degree of weathering it is likely the limited rock matrix, 
providing the cementation, was compromised during recovery.  Using variable 
recoveries, higher than the actual recovery, in the simulations should account for this.  
The average recoveries from 40 to 45 feet for the east, test, and west shaft were 36%, 
44%, and 54.7%, respectively.  From 45 to 50 feet the average recoveries were 20%, 
28.3%, and 42.3%, respectively. The following tables provide all of the skin friction and 
compressive strength values that were used in the MultiPier simulations. 
 
 
 
 
 
 
 
 
 
 
 

`

Shaft Average Avg w/ Johnston Avg w/ Johnston*

East Shaft 3.5 3.9 3.7

Test Shaft 2.9 3.9 3.9

West Shaft 4.8 5.5 4.6

Skin Friction, fs (tsf)

Depth = 45 - 50 ft

Shaft Average Avg w/ Johnston Avg w/ Johnston*

East Shaft 3.3 3.7 2.9

Test Shaft 6.5 6.2 6.4

West Shaft 6.6 6.9 5.9

Skin Friction, fs (tsf)
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Table 83 - Limestone properties used in MultiPier simulations for the east shaft 

 
 

Table 84 - Limestone properties used in MultiPier simulations for the test shaft 

 
 

Table 85 - Limestone properties used in MultiPier simulations for the west shaft 

 
 

Unit Weight (pcf) 105 105 105

qu (psi) 128.8 265.9 250.5

Depth 35 - 40 feet 40 - 45 feet 45 - 50 feet

REC % fs (tsf) fs (tsf) fs (tsf)

100% 2 3.5 3.3

80% 1.6 2.8 2.64

50% 1 1.75 1.65

Actual Avg. REC% 0.84 1.2 0.66

100% w/ Johnston-FDOT 2 3.7 2.9

East Reaction Shaft

Unit Weight (pcf) 105 105 105

qu (psi) 128.8 133.7 505.6

Depth 35 - 40 feet 40 - 45 feet 45 - 50 feet

REC % fs (tsf) fs (tsf) fs (tsf)

100% 2 2.9 6.5

80% 1.6 2.32 5.2

50% 1 1.45 3.25

Actual Avg. REC% 0.734 0.995 1.3

100% w/ Johnston-FDOT 2 3.9 6.4

Test Shaft

Unit Weight (pcf) 105 105 105

qu (psi) 128.8 250 458

Depth 35 - 40 feet 40 - 45 feet 45 - 50 feet

REC % fs (tsf) fs (tsf) fs (tsf)

100% 2 4.8 6.6

80% 1.6 3.84 5.28

50% 1 2.4 3.3

Actual Avg. REC% 0.42 2.63 1.39

100% w/ Johnston-FDOT 2 4.6 5.9

West Reaction Shaft

 

 

 * 

* 
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The strengths for the layer between depths 35 to 40 feet were assumed values.  This 
was included in the analysis because recoveries were made at these depths.  However, 
only two split tension tests were able to be performed.  Both qt values were 
approximately 240 psi which equates to a compressive strength of approximately 2100 
psi using Johnston’s criteria.  Because rock was present within this layer, researchers 
felt it appropriate to model this layer as rock rather than a clay layer.  Therefore, a skin 
friction value of 2 tsf (very soft or weathered rock) was designated for this layer in all 
three shaft locations and the estimated compressive strength was a product of using the 
skin friction equation developed by McVay et al. with Johnston criteria, solving for qu.   
 

fs = 2 tsf = 27.8 psi = 1
2⁄ × √qu × √qt = 1

2⁄ × √qu × √0.436qu
0.825 

 
Therefore, qu = 128.8 psi and qt = 24.0 psi. 
 
Above the rock layers, two separate layers were modeled.  From depths 0 to 15 feet, a 
sandy to silty sand layer with γ = 110 pcf and φ = 30˚ was modeled.  From depths 15 to 

35 feet a silty clay to clay layer with γ = 120 pcf, Cu = 2000 psf and fs = 1 tsf was 

modeled.  The layering was used in all three shaft locations.  This completed modeling 
the soil profile for the MultiPier simulations.   
 
Next, the lengths of the shafts needed to be determined.  This was done by running 
simulations for depths 45, 47.5 and 50 feet for the reaction shafts and depths 48, 50 
and 52 feet for the test shaft.  As well, eccentric loading due to a possible offset of the 
rebar cage during placement was investigated.  This is a common occurrence as the 
rebar cage is rarely perfectly aligned within the center of the shaft and the effects 
needed to be considered. Therefore, simulations at each depth in the reaction shaft 
were performed using no offset, a 0.5” offset and a 1” offset.  Moments created by 
offsetting the cage, Figure 155, were investigated and recorded for each simulation as 
well as the demand to capacity, D/C, ratios which indicate the factor of safety 
associated with the design.  The induced load, top and bottom axial displacement, and 
the top lateral displacement were also recorded.   
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(a)                                                                 (b)                                         

Figure 155 - MultiPier result showing (a) the induced moment by offsetting the rebar 
cage and (b) the demand to capacity ratio, D/C, which is used to determine the factor of 

safety. 
 
Accounting for all of the variations resulted in 105 simulations that were required to 
complete the analysis.  In total, close to 200 MultiPier simulations were performed.  
From these simulations the worst case scenario was investigated.  This would result in 
the two reaction shafts having the weakest estimated capacities possible and the test 
shaft having the strongest estimated capacity possible.  The axial displacements at the 
top of the reaction shafts were limited to 0.35 inches.  The following are the associated 
loads that would result in this displacement if the reaction shafts were at the weakest 
capacity estimates: 
 
PERS = 610 kips 
PWRS = 744 kips 
 
The test shaft simulations were limited to 1 inch of axial displacement at the top of the 
shaft.  This was done because the resulting displacement at the bottom of the shaft for 
the estimated soil conditions resulted in an axial displacement that typically ranged from 
0.8” to 0.9”.  The typical displacement range for mobilizing drilled shafts in limestone is 
generally 0.2” to 0.4” therefore a displacement between 0.8” and 0.9” ensures full 
mobilization with a factor of safety of nearly two.  Modeling the limestone with the 
strongest estimated rock strength would require a load of 1460 kips to provide an axial 
displacement of 0.835” at the bottom of the shaft.  The combined load from the reaction 
shafts (weakest estimate) only provided a load of 1354 kips.  However, applying the 
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combined load from the reaction shafts of 1354 kips to the test shaft would result in an 
axial displacement of 0.734” at the bottom of the test shaft and still provided a factor of 
safety close to two for fully mobilizing the test shaft.   
 
It was thought the test shaft would not require a load this high and therefore some of the 
strength in the reaction shafts may not be necessary.  Therefore, the plan was to install 
the east shaft first since it was estimated to be the weakest.  The test shaft would then 
be installed.  Based on the monitoring results for the east reaction shaft and the test 
shaft, the west reaction shaft length may be able to be reduced as the associated 
strength with the 50 foot embedment may not be needed.  If the west reaction shaft was 
only embedded to 45 feet the available load would be 628 kips with an estimated axial 
displacement 0.233” at the bottom of the shaft (0.35” at the top).  This would be nearly 
identical to the east reaction shaft, embedded 50 feet, with an available load of 610 kips 
and an estimated displacement of 0.245”; providing similar displacements in both 
reaction shafts and sufficient data to compare with monitoring results obtained for the 
reaction shafts.  Based on the MultiPier simulations, the following shaft profiles and 
cross-sections were developed: 
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Figure 156 - East reaction shaft profile  
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Figure 157 - East reaction shaft steel cross-section – layout 1 
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Figure 158 - East reaction shaft steel cross-section – layout 2 
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Figure 159 - Test shaft profile 
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Figure 160 - Test shaft steel cross-section 
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Figure 161 - West reaction shaft profile  
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Figure 162 - West reaction shaft steel cross-section – layout 1 
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Figure 163 - West reaction shaft steel cross-section – layout 2 

 
The reaction shaft strain gauge locations were later changed.  The final design had two 
gauges placed 180 degrees apart at depths 40 feet and 45 feet in both shafts. A Rim-
Cell was also integrated into the design at the base of each reaction shaft (Used for 
demonstration purposes only, analysis not included in this report).  This concluded the 
shaft designs for the load test.  Shaft spacers were used to ensure the planned rebar 
cage alignments were achieved.  Thermal probes and thermal wire were used to 
analyze the alignment (Used for demonstration purposes only, analysis not included in 
this report).  The pad at the bottom of the test shaft was tied onto the bottom of the cage 
in an attempt to remove end bearing and provide additional strength comparisons. 
 

4.4 Drill Rig Investigation  

Reliable Constructors, Inc. was chosen as the drilling contractor to perform the shaft 
installations.  Reliable had several drill rigs to choose from including a Watson, 
Bayshore Systems Lo-drill, and a SoilMec SR30 drill rig.  Out of the available rigs in 
their fleet, the SoilMec SR30 drill rig was chosen for the shaft installations, Figure 164. 
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Figure 164 - SoilMec SR30 drill rig 

 
The SR30 was chosen because it was a crawler rig with excellent maneuverability and 
the drill rig was fully hydraulic which is ideal for drill monitoring with the Jean Lutz 
monitoring equipment.  Additionally, this particular drill rig was equipped with the Drilling 
Mate System, DMS, which had sensors already installed throughout the rig. This 
provided a more simplistic hydraulic tie-in for torque and crowd using the Jean Lutz 
sensors.  Tying into the hydraulic lines where the previously installed sensors are 
located provides the true hydraulic pressures used to generate torque and crowd to the 
bit, leading to the most accurate measurements available for these two drilling 
parameters.  As well, pre-installed sensors are typically located in an area where they 
are easy to access.   
 
The SoilMec rig also added two new challenges that monitoring efforts had not faced 
yet.  The first being the age and condition of the drill rig.  In both previous monitoring 
trials, the drill rigs were virtually brand new without much wear on them.  This could lead 
to the assumption that the efficiency of these rigs may have added to the success of the 
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pilot project monitoring results.  The SoilMec rig that was selected for the final test was 
a four-year-old rig that had seen quite a bit of use.  Therefore, it could be assumed that 
the efficiency of an older rig may affect the overall outcome of the monitoring results 
and needed to be investigated.  The second challenge was that for the first time, all 
drilling parameters would need to be recorded by the purchased monitoring equipment 
from Jean Lutz.  The sensor installation will be discussed in further detail in the next 
section. 
 

4.5 Monitoring Equipment Installation 

For both of the previous monitoring trials, Overland and Little River, only one Jean Lutz 
sensor was installed. This was a crowd sensor installed on the IMT drill rig used at Little 
River. This was because both drill rigs used for the pilot project monitoring efforts had 
sensors already installed that provided compatible signals with the Jean Lutz data 
acquisition module, DAQ (The DIALOG).  However, the SoilMec sensors produced 
signals that were not compatible with the Jean Lutz system.  Therefore, sensors needed 
to be installed for rotational speed, penetration rate, torque, and crowd.  As mentioned, 
this was a first for the research project. 
 
4.5.1 Rotational Speed Sensor 

The rotational speed proximity sensor was mounted on a stationary location on the base 
of the rotary table.  Steel bolts were welded to the rotating collar of the rotary head 
where rotation occurs without wobbling.  The proximity sensor detects each bolt as the 
collar rotates and the rotational speed can be determined directly. The steel bolts were 
evenly spaced around the rotary head every 60 degrees.  The sensor was then 
calibrated by comparing rotary speeds to the DMS readout installed on the rig, and 
through visual inspection by counting the approximate number of rotations over a 
minute.  The mounted sensor can be seen in Figure 165. 
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Figure 165 - Rotational speed sensor 

 
4.5.2 Penetration Rate Sensor 

The rotary encoder depth sensor, used to track vertical movement per unit time, was 
installed on the outer rim of the main cable winch.  The depth sensor originally 
purchased from Jean Lutz was switched out for a different Jean Lutz model that is 
better suited for telescopic Kelly systems.  Throughout the research project it was found 
that all of the fully hydraulic rigs used in the monitoring trials were equipped with a 
telescopic Kelly and the new sensor provides much better compatibility for these rig 
types.  The depth sensor was then calibrated by comparing the tracked movement with 
that of the DMS readout as well as physical measurements of movement. The mounted 
depth sensor is displayed in Figure 166. 

Proximity 
Sensor 
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Figure 166 - Penetration rate sensor 

 
4.5.3 Torque and Crowd Sensors 

The torque and crowd sensors were tied into the hydraulic lines where the existing 
sensors were located.  Figure 167, displays the compartment where the tie-in occurred.  
The junction box was also placed in this same compartment.  The junction box relay 
was then cabled into the operators cab and the DIALOG was placed behind the rig 
operators seat (no pictures were available). 
 

Depth Sensor 
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Figure 167 - Compartment where torque and crowd sensors and the junction box was 

placed 
 
The following illustration gives better indication as to where the pressure transducers for 
torque and crowd were placed within the compartment. 
 
 



 
 
  
 

170 
 
 
 

 
Figure 168 - SoilMec SR30 operator’s manual displaying torque and crowd sensor ports 

 
Before closing off the compartment, the pressure transducers were checked for leaks 
while rotating the bit.  There were no leaks detected before or after the shaft 
installations occurred.  Finally, the pressure transducers and the junction box were 
padded with Styrofoam to eliminate damage from vibration.  This concluded the rig 
instrumentation and monitoring could now take place. 
 

4.6 Rebar Cage Instrumentation  

The rebar cages of all three shafts were instrumented with numerous monitoring 
devices.  The reaction shafts were instrumented with four strain gauges, thermal 
integrity wire, CSL tubes (also used for thermal probe), custom shaft spacers (providing 
the desired cage alignment), telltale ports and a Rim-Cell at the base.  The test shaft 
was instrumented 10 strain gauges (two gauges to determine the modulus of the 
concrete), thermal wire, CSL tubes (also used for thermal probe), shaft spacers and an 
end bearing pad to remove/reduce the end bearing.  The Rim-Cell, thermal wire, and 
thermal probe instrumentation were only used for demonstration purposes and the 

Sensor ports 12 and 13, 
where the existing 
sensors were located, is 
where the torque and 
crowd tie-ins were placed. 
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results are not included in the analysis of this report.  Figure 169 through Figure 172 
display all of the instrumentation that was mounted on the rebar cages.   
 

 
Figure 169 - Geokon 4200 vibrating wire strain gauge attached to rebar cage  
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Figure 170 - East shaft rebar cage displaying instrumentation  

 

Thermal integrity wire 

CSL tubes 

RIM-CELL 

Shaft spacers 



 
 
  
 

173 
 
 
 

  
Figure 171 - Test shaft displaying instrumentation 

End bearing pad 

Strain gauges 
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Figure 172 - Rebar cages displaying instrumentation  

 
4.7 Shaft Installations  

The following section provides the shaft installation procedure.  The shafts were 
installed in the following order: east shaft, test shaft and then the west shaft. 
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4.7.1 East Shaft 

The east shaft was first drilled to a depth of 5 feet using a 46 inch diameter earth auger 
and the temporary surface casing was then installed.  A premixed polymer slurry was 
introduced to hole and the shaft was then drilled to a depth 20 feet using a 42 inch earth 
auger.  After inspecting the shaft and excavated debris it was found that the material 
was a well compacted clay with traces of limestone. Therefore, the planned temporary 
casing was not used.  The drilling continued to a depth of 50.5 feet using a 36 inch 
diameter rock auger.  The base of the shaft was then over reamed using a clean out 
bucket and the hole was left open overnight. The following day the hole was over 
reamed again and the rebar cage was dropped in.   
 
During drilling with the 36” auger, real time monitoring of the installation with the Jean 
Lutz equipment occurred.  For instance, shown in Figure 173 is the rotational speed, 
penetration rate, crowd, and torque recorded with depth for the east shaft. 



 
 
  
 

176 
 
 
 

 
Figure 173 - East reaction shaft real-time drill monitoring  
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Figure 174 - Rebar cage being lifted by two cranes to reduce bending 
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Figure 175 - Rebar cage being placed over the hole 

 
Once the cage was dropped in, it was then secured to chains attached to the top of the 
outer casing.  After the cage was secured, concrete was placed in the hole.   
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Figure 176 - Rebar cage hung using chains and shaft being concreted 

 
Surveying equipment was used to properly align the dywidags. Once the concrete 
approached the top of the shaft the chains were removed and the cage was able to 
settle into its final position.  A 36 inch diameter beauty ring was then placed and the top 
of the shaft was leveled off. 
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Figure 177 - East shaft completed 

 
4.7.2 Test Shaft 

After experiencing the east shafts successful installation, it was decided to try and drill 
the test shaft using only the 36 inch rock auger bit once the temporary surface casing 
was placed.  This was done in attempt to remove any added resistance of the test shaft 
during load testing from using a larger bit diameter. The decision didn’t impact the 
shaft’s construction and the entire shaft was able to be drilled using only the 36 inch bit 
after the surface casing was installed.  Again the hole was left open overnight with 
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polymer slurry, and was over reamed the following day and the same procedure for 
cage placement and concreting was performed.   
 

 
Figure 178 - Test shaft real-time drill monitoring  
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Figure 179 - Rebar cage being placed into the hole 
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Figure 180 - Rebar cage hung by chains before concreting  
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Figure 181 - Test shaft with beauty ring placed before final leveling 

 
4.7.3 West Shaft 

The test shaft rebar cage placement and concreting was completed in sufficient time to 
start drilling the west shaft the same day.  The same procedure used for the east shaft 
was used for the west shaft and the first 20 feet of the drilling was completed the same 
day the test shaft was installed.   
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Figure 182 - West shaft real-time monitoring  

 
Again, the temporary casing was not needed and the hole was left open overnight to be 
completed the next day.  However, upon returning to the site the next day there was 
nearly a complete loss of slurry down to the base of the 20 foot excavation.   
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Figure 183 - West shaft displaying slurry loss 

 
The slurry head was then raised again and monitored for loss.  The slurry was 
somewhat declining but not at a rate that would prevent further excavation of the hole. 
The 36 inch rock auger was then used to start drilling in the limestone layer. However, 
around 24 feet of depth, the sidewalls of the shaft began to cave in and the slurry was 
completely lost.  At this point, it was decided to backfill the hole five feet in order to fill 
the side wall void.   
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Figure 184 - West shaft cave-in and slurry loss 

 
Once the side walls were packed with backfilled soil the slurry was reintroduced and 
drilling continued.  However, sidewall cave-in repeatedly occurred and was believed to 
be a result of the fluctuating slurry head developed while advancing and removing the 
bit from the hole.   
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Figure 185 - West shaft cave-in and slurry loss down to the water table 

 
As a result of the repeated cave-in, the desired drilling depth of 50.5 feet was not able to 
be completed on the second day.  The slurry head was left stabilized at 27 feet of depth 
(at the water table) overnight.  Returning to the site the next day researchers found that 
the sidewalls of the shaft excavation stayed relatively stable overnight.  The constant 
slurry head method was again attempted in hopes that the sidewalls had stabilized but 
this was not the case.  Again the sidewalls began to cave in from the fluctuating 
elevation head of the slurry.  A decision was then made to abandon adding slurry above 
the cave-in location.  This resolved the issue and the hole was able to be drilled to the 
final depth without significant cave-in of the sidewalls in the troubled zone.  Once the 
final depth was reached, the base of the shaft was over reamed and the shaft was 
monitored for additional cave-in.  After several runs of over reaming and monitoring, the 
sidewalls finally stabilized and the cage was able to be placed.  The shaft was 
concreted using the same procedure as the first two shafts.  During concreting, the hole 
was continuously monitored for loss of concrete.  Although far more concrete was used 
to fill the west shaft than initially planned, the caved in portion of the shaft remained 
stable and concreting was able to be completed. The dywidags were adjusted to be 
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nearly perfectly in line with the east shaft dywidags and the center of the test shaft.  The 
beauty ring was placed and the top of the shaft was leveled off. This completed the 
shaft installations for the final load test. 
 

 
Figure 186 - West shaft before final leveling and elevation adjustment 

 
4.8 Top-Down Static Load Test 

The final load test was a traditional top-down static load test, following ASTM’s standard 
quick test procedure (ASTM-D1143) for limestone socketed drilled shafts.  The load test 
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took place at FDOT’s Kanapaha site 28 days after final shaft construction.  Before the 
load test was conducted the load frame needed to be transported to the site and 
constructed. The following section covers the construction procedure used at 
Kanapaha. 
 
4.8.1 Load Frame Construction 

The load frame construction began by placing the reaction shaft adapters on top of the 
reaction shafts, leveling the supports, securing the frame in place, and attaching the 
dywidag extensions.   
 

 
Figure 187 - Reaction shaft adapter secured to the shaft 

The next step was to place the girders onto the reaction shaft adapters and level the 
load frame. 
 

Dywidag extension 
connection 

Leveling the frame 

Added supports 

Steel flat stock 
beams securing the 
frame in place 

Dywidag extension 
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Figure 188 - Girders being placed on the reaction shaft adapters and leveled 

Once the girders were in place, straps were placed around both girders to prevent either 
one of them from falling off the shaft stands.  Cross beams were then placed between 
the dywidag connector plates on top of the girders and secured using the dywidag tie-in 
bolts. 
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Figure 189 - Cross beam being secured in place on top of the girders 

Once the girders were secured and leveled, the bottom loading pyramid of steel plates 
was lifted in place, centered above the test shaft and secured.  The hydraulic jack and 
load cell were then set underneath the loading pyramid and centered on top of the test 
shaft.  Finally, steel plates were added on top of the load cell to eliminate the spacing 
between the load cell and the loading pyramid. 
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Figure 190 - Completed load frame setup 

 

 
Figure 191 - Steel plates being secured between the load cell and loading pyramid 
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4.8.2 Load Test Instrumentation  

Before the load test began, instrumentation to monitor the top movement of both the 
reaction shaft and test shaft was installed. The reaction shafts were instrumented with 
two CDI dial gauges attached to a reference beam, a Leica barcode staff for real time 
top shaft displacement, and two tell tales that were tracked digitally in real time.  The 
test shaft was instrumented with two CDI dial gauges attached to reference beams and 
two Leica barcode staffs.  The loading of the hydraulic jack was tracked by a digital 
display on the load cell readout box. 
 
4.8.3 Load Test Procedure 

The estimated ultimate load anticipated, to completely fail the test shaft, was 1000 kips 
(500 tons).  Therefore, the loading was implemented in 20 increments of 50 kips (25 
tons) following the ASTM-D1143 procedure.  After each desired load was reached, the 
load was then sustained for the following time increments: 0.5, 1, 2, 4 and 8 minutes.  
After reaching the 20th load increment (1000 kips), the shaft resistance had not been 
fully mobilized.  At this time researchers decided to increase the load phase increments 
to 100 kips (50 tons) and proceed with loading until the full shaft resistance was 
mobilized.  The final load that was applied which mobilized full resistance in the test 
shaft was 1800 kips (900 tons).  This load was sustained for 32 minutes.  Failure was 
noted by the continuous movement of the test shaft under the sustained loading (i.e., 
The shaft continuously moved for 32 minutes under the sustained 1,800 kip load).  The 
following table lists each loading increment and the recorded load at the time of 
measurement: 
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Table 86 - Load test loading log sheet 

 
 
 
 
 
 
 
 
 
 
 

Logged By:

Increment Load (tons) 0.5 1 2 4 8 16 32

0 0 0.00 0.00 0.00 0.00 0.00

1 25 25.00 25.05 25.05 25.02 25.05

2 50 50.05 50.02 50.02 50.03 49.99

3 75 74.99 75.02 75.04 75.00 75.01

4 100 100.04 100.00 100.03 100.00 100.01

5 125 125.00 125.03 125.01 125.01 125.00

6 150 150.00 150.02 150.02 150.01 150.00

7 175 175.01 175.01 175.00 175.02 175.02

8 200 200.01 200.01 200.01 200.01 200.00

9 225 225.02 225.01 225.00 225.01 225.01

10 250 250.02 250.00 250.01 250.00 250.01

11 275 275.02 275.02 275.01 275.01 275.00

12 300 300.08 300.02 300.00 300.02 300.01

13 325 325.01 325.05 325.05 325.01 325.01

14 350 349.99 350.06 350.01 350.00 350.00

15 375 375.04 375.02 375.00 375.01 375.01

16 400 400.03 400.02 400.00 400.01 400.02

17 425 425.04 425.02 425.00 425.01 425.01

18 450 450.04 450.04 450.03 450.01 450.03

19 475 475.02 475.02 475.03 475.00 475.02

20 500 500.01 500.02 500.03 500.01 500.01

21 550 550.02 550.04 550.01 550.01 550.03

22 600 600.03 600.06 600.08 600.03 600.00

23 650 648.00 649.00 650.06 649.00 650.03

24 700 700.10 700.20 700.18 700.10 700.07

25 750 750.15 750.10 750.15 750.25 750.07

26 800 800.40 800.25 800.18 800.03 800.05

27 850 849.95 850.00 850.05 850.06 850.04

28 900 899.75 899.45 899.96 900.00 899.99 899.96 899.94

Time (min)Loading Phase

Mike
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CHAPTER 5 KANAPAHA DRILLED SHAFT MONITORING AND LOAD TEST 
ANALYSIS 

5.1 Drilling Data 

The analysis began by comparing the monitored drilling rock strength data, qu, from all 
shafts combined, with the measured laboratory core data at different depths.  This 
provided comparison between the monitoring results and the core data for the site as a 
whole, a general comparison of measured vs. predicted strength. 
 

 
Figure 192 – qu frequency distribution – 40 to 45 feet 

 

Statistics Monitoring Core Data

Average 265.2 224.9

Std. Dev. 220.5 97.9

CV 0.8313 0.4353

Count 228 12

Maximum 1007.5 376.4

Minimum 0.03 79.5

qu (psi)
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Figure 193 – qu frequency distribution – 45 to 50 feet 

From 40 to 45 feet, the strength comparison was fairly similar between the monitoring 
and the laboratory core data.  However, from 45 to 50 feet, the monitoring indicated the 
strength of the rock was less than that of the lab tested core data.  Also of great interest 
was the comparison of CV values between the core data and the monitoring results.  
The monitoring indicated the variability of the rock was much higher than the core data.  
The difference was more extreme in the bottom five feet, where monitoring indicated the 
CV was more than double that of the core data.  This gives rise to concern for the 
standard practice of determining phi factors for LRFD design.  As monitoring indicated 
the variability can be much higher than expected from typical site investigation.  This will 
be discussed further in the next section. 
 

5.2 Individual Shaft Analysis  

The following section will cover multiple types of analysis for each individual shaft.  The 
first analysis is similar to the previous section except the combined core data from the 
site is compared to each shaft individually.  The results are provided here in the form of 
frequency distributions for each layer. 
 
 

 

Statistics Monitoring Core Data

Average 173.8 387.5

Std. Dev. 182.0 138.9

CV 1.0473 0.3583

Count 228 7

Maximum 907.0 543.4

Minimum 0.003 194.4

qu (psi)
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Figure 194 – qu frequency distribution of individual shafts – 40 to 45 feet 

 
Figure 195 - qu frequency distribution of individual shafts – 45 to 50 feet 

As was predicted from the site investigation core data, the monitoring showed the 
strength of the rock increased moving east to west.  Again, it can be seen that the 
monitoring indicated higher variability than the core data for all shafts in both layers.  It 

 

Statistics East Shaft Test Shaft West Shaft Core Data

Average 100.5 257.9 437.2 224.9

Std. Dev. 74.2 159.5 242.2 97.9

CV 0.7378 0.6183 0.5541 0.4353

Count 76 76 76 12

Maximum 456.1 644.7 1007.5 376.4

Minimum 28.2 0.03 1.5 79.5

qu (psi)

 

Statistics East Shaft Test Shaft West Shaft Core Data

Average 81.0 120.1 317.1 387.5

Std. Dev. 79.5 95.8 227.0 138.9

CV 0.9813 0.7978 0.7159 0.3583

Count 75 76 77 7

Maximum 431.1 470.5 907.0 543.4

Minimum 0.3 0.01 0.003 194.4

qu (psi)
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should also be noted that from 45 to 50 feet the core data strength estimates were 
much higher than that of the east and test shaft monitoring results, even though three of 
the seven core samples were obtained from the three borings closest to the east shaft 
and one of the seven core samples was obtained from the test shaft borings.  This was 
due to poor recoveries within the depth range.  Generally the recoveries for each boring 
location ranged from 20% to 40% (30% on average) between these depths, whereas 
the average recovery from 40 to 45 feet was 40%. Therefore, the only specimens 
recovered from 45 to 50 feet were from the most competent limestone, typically higher 
compressive strengths, which was not representative of the majority of the limestone 
found at Kanapaha.  Under current FDOT practice, the outlying values (one standard 
deviation above and below the mean) from the core data would be eliminated and a 
new average would be found.  Following this methodology the new average would be 
even higher, 439.7 psi, providing an even larger overestimate compared to monitoring 
results. Possible solutions using new design methods were investigated.  
 
For the analysis, new design methods using the core data were compared to the qu 
monitoring results for each shaft at different depths.  The following methods were used: 
 
Core Data: 
 
Simply uses the qu values obtained from lab testing.  The SFH recommended 
elimination method was not used for comparison because in all but one location, three 
or fewer qu values were obtained from lab testing.  
 
Johnston: 
 
Implements Johnston’s criteria to generate additional qu values using obtained qt values 
from laboratory core testing. The qu values are generated using the qt/qu versus qu 
relationship previously discussed. 
 
J.C. FDOT: 
 
Follows the same approach as the Johnston method. However, once the new qu values 
are generated, a new mean and standard deviation is found and anything outside of one 
standard deviation above and below the mean is eliminated (SFH method).   
 
Rodgers: 
 
Uses Johnston criteria to generate additional qu values similar to the Johnston method.  
All of the qu values, original and Johnston generated, are then multiplied by their 
respective recoveries, REC%.  The original values, including Johnston generated, are 
then combined with the new reduced values obtained using REC%.  This doubles the 
amount of qu values that the Johnston method produces and provides far more spread 
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to the data by estimating lower end values that are not accounted for by core testing but 
are present within drilled strata.   
 
The results of the analysis are provided here: 
 

 
Figure 196 – East Shaft qu Frequency Distribution, 40 ft to 45 ft. 

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 214.6 265.9 251.1 186.8 100.5

Std. Dev. 117.3 116.5 74.1 120.9 74.2

CV 0.5466 0.4381 0.2953 0.6472 0.7378

Count 2 12 10 24 76
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Figure 197 - Test Shaft qu Frequency Distribution, 40 ft to 45 ft. 

 

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 133.7 266.5 243.4 191.4 257.9

Std. Dev. 38.7 113.4 99.9 114.9 159.5

CV 0.2894 0.4253 0.4105 0.6005 0.6183

Count 2 8 7 16 76
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Figure 198 - West shaft qu frequency distribution, 40 ft to 45 ft. 

 

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 250.3 399.4 322.9 333.4 437.2

Std. Dev. 98.7 309.1 115.2 246.8 242.2

CV 0.3942 0.7738 0.3567 0.7403 0.5541

Count 8 21 18 42 76
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Figure 199 - East shaft qu frequency distribution, 45 ft to 50 ft. 

 

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 277.6 250.6 193.3 151.0 81.0

Std. Dev. 126.1 156.0 105.6 132.2 79.5

CV 0.4542 0.6223 0.5465 0.8758 0.9813

Count 3 4 3 8 75
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Figure 200 - Test shaft qu frequency distribution, 45 ft to 50 ft. 

 

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 505.6 448.5 462.2 293.0 120.1

Std. Dev. N/A 241.1 43.6 237.5 95.8

CV N/A 0.5376 0.0942 0.8107 0.7978

Count 1 7 3 14 76
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Figure 201 - East shaft qu frequency distribution, 45 ft to 50 ft. 

From the analysis it was found that Rodgers method was the closest to the average 
obtained from monitoring in four of the six comparisons.  This can be seen in Table 87, 
which displays each methods’ ranking based on the closest average to the monitoring 
average at each location (The lower the total score the better). 
 

Table 87 - Design method rankings 

 
 

In the two locations where Rodgers method did not provide the closest estimate, the 
average recoveries were the highest for the site, (44% and 54.7%). The average 
recoveries for all other locations were 20%, 28.3%, 36% and 42.3%. It appears using 
the Johnston method is more accurate when recoveries are better.  However, Rodgers 
method provided one of the closest averages in all locations regardless of recovery.  

Location Core Data Johnston J.C. FDOT Rodgers

ES (40-45ft) 2 4 3 1

TS (40-45ft) 4 1 2 3

WS (40-45ft) 4 1 3 2

ES (45-50ft) 4 3 2 1

TS (45-50ft) 4 2 3 1

WS (45-50ft) 3 4 2 1

Total 21 15 15 9

 

Statistics Core Data Johnston J.C. FDOT Rodgers Monitoring

Average 458.0 507.3 422.6 368.4 317.1

Std. Dev. 96.9 277.7 152.0 256.9 227.0

CV 0.2115 0.5475 0.3597 0.6974 0.7159

Count 3 15 11 30 77
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The method also produced similar CV values to that of the monitoring, providing a better 
understanding of the true site variability.  Although Rodgers method produced the best 
result, it is recommended that each new design method be further investigated.  New 
design methods should be developed to provide more accurate estimations of shaft 
capacity and site variability, especially for sites with poor recoveries, leading to a 
reduction in overdesign based on current practice. 
 
The following three sections provide analysis for each shaft where rock was 
encountered.  In these sections compressive strength and skin friction frequency 
distributions are provided for each shaft and broken up into layers for comparisons with 
load test results.  The sections also provide depth vs. compressive strength, skin 
friction, and specific energy plots. 
 
5.2.1 Test Shaft Analysis 

 
Figure 202 - Test shaft qu frequency distribution  

 

Statistics 39 ft - 42 ft 42 ft - 45ft 45 ft - 48 ft 48 ft - 50 ft

Average 302.6 267.3 115.8 126.5

Std.Dev. 159.8 167.0 77.1 119.1

CV 0.5280 0.6249 0.6658 0.9417

Count 46 46 45 31

qu (psi)
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Figure 203 - Test Shaft fs frequency distribution 

 
Figure 204 - Test shaft depth vs. qu 

 

Statistics 39 ft - 42 ft 42 ft - 45ft 45 ft - 48 ft 48 ft - 50 ft

Average 4.31 3.83 1.78 1.90

Std.Dev. 2.11 2.24 1.12 1.67

CV 0.4903 0.5862 0.6280 0.8808

Count 46 46 45 31

fs (tsf)



 
 
  
 

208 
 
 
 

 
Figure 205 - Test shaft depth versus skin friction 

 
Figure 206 - Test shaft depth vs. specific energy  

In Figure 206, it is shown that approximately zero specific energy was recorded in 
several sections near the bottom five feet of the shaft.  This was due to rig malfunction 
where the cable on the winch was spooled incorrectly during drill bit extraction.  This 

Approximately zero 
specific energy 
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was likely due to the mast not being properly aligned.  The drill rig inclinometer was not 
functioning and the mast inclination had to be checked periodically to ensure proper 
alignment.  As a result, when the bit was lowered after clean out, the cable would 
quickly release and the drill bit would drop uncontrollably.  This caused the DIALOG to 
record vertical movement that was not yet achieved.  Because there was virtually no 
crowd or torque applied when the bit dropped, the DIALOG recorded the data in these 
sections as zero specific energy.  Note, if a certain depth has previously been reached 
(e.g., spooling too far), the DIALOG will not record over the data when advancing the bit 
to that depth again.  Additionally, the quick release causes back pressure in the 
hydraulic lines which theoretically increases the threshold pressure and changes the 
developed k coefficients.  Visualization is provided using Equation 7: 
 

T=↑kT × (Operating Pressure−↑ Threshold Pressure)Torque or Crowd 

= K * (Operating Pressure – Threshold Pressure)....................Eq 7 
 

After watching replays of the drillings on the DIALOG, it was noticed the hydraulic 
pressures eventually stabilize to normal conditions.  This typically occurred when the bit 
was removed from the hole and back spinning was completed.  However, recorded rock 
strengths were lower while the back pressure was locked in.  Therefore, not only did the 
rig malfunction produce recorded readings at qu = 0 psi from the quick cable release; 
until the back pressure was returned to normal, the additional recorded rock strengths 
were lowered and produced an underestimate of the material.  This was a result of 
using an older drill rig to complete the drilling.  This phenomenon appeared to have 
occurred in the east and west shafts as well.  However, the east shaft actually 
experienced voids and the following will explain the difference in readings and how to 
interpret the results to make the determination. 
 
In the test shaft around 46 feet, rig malfunction occurred and is highlighted in Table 88.  
The malfunction was witnessed in the field as the falling bit produced an extremely loud 
sound when it crashed.   
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Table 88- Monitored readings indicating rig malfunction 

 
 
As seen in Table 88, between 46.16 to 46.42 feet, there was zero recorded bit rotation 
which only occurs when the bit is being lowered into the hole.  This also indicates there 
was zero torque applied to advance the bit.  The recorded values for torque come from 
residual pressure in the hydraulic lines, slightly above the estimated threshold pressure.  
Therefore, the only specific energy recorded was from the residual pressure in the 
hydraulic crowd lines, as Teale’s equation compensates for penetration without bit 
rotation.  This results in virtually zero specific energy required to advance the bit which 
should not occur.  The reading at 46.10 feet was a result of the DIALOG averaging the 
drilling parameters for every 2 cm of penetration.  Consequently, a portion of the 
average was recorded before the rig malfunction occurred and a portion of the average 
was recorded during the rig malfunction.  This also leads to an underestimate for the 
reading which needs to be eliminated for the overall average of the drilled section.   
 
In the east shaft, at a depth of 32.19 feet, a void was encountered. 
 
 
 
 
 
 
 
 
 
 

Depth Pen. Rate Rotation Torque Crowd Sp. Energy qu

(ft) u (in/min) N (rpm) T (in-lbs) F (lbf) e (psi) (psi)

45.90 16.3 6.43 519716 2525 1268.59 88.9

45.96 5.4 6.53 530608 2926 3946.19 256.7

46.03 27.5 6.61 532757 693 791.67 56.3

46.10 52.0 1.97 73385 408 17.52 1.3

46.16 109.1 0.00 5385 258 0.25 0.0

46.23 114.8 0.00 5507 256 0.25 0.0

46.29 116.5 0.00 5642 257 0.25 0.0

46.36 115.0 0.00 5710 259 0.25 0.0

46.42 149.0 0.00 5365 261 0.26 0.0

46.49 15.6 7.09 410576 1873 1153.92 81.2

46.56 8.6 7.11 407152 1809 2084.81 142.6

46.62 7.9 7.26 370936 1787 2101.55 143.7
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Table 89 - Monitored readings indicating a void was encountered  

 
 

Table 89, shows that although the specific energy reading was extremely low, every 
drilling parameter produced a non-zero reading.  As a result, large differences in the 
drilling parameters can be used to distinguish between void detection and rig 
malfunction.  The first indication is the differences in penetration rate.  The rig 
malfunction section consistently produced a rate of penetration nearly double that of the 
voided section.  The rig malfunction penetration rates were also increasing as 
penetration occurred, indicating acceleration from freefall.  The second indication is the 
voided section recorded rotation, confirming drilling was taking place and torque was 
being applied. The recorded torque value from the voided section is also on a higher 
order of magnitude than the rig malfunction section.  Additionally, the torque values in 
the rig malfunction section are two orders of magnitude lower than the torque values 
recorded before and after the malfunction occurred.  Finally, the specific energy for the 
voided section produced a result on a higher order of magnitude than the rig 
malfunction section, where the specific energy value, 0.25 psi, was repeatedly recorded.  
It is highly unlikely the same recorded value would occur for specific energy at this 
degree of precision.  This was verified through visual inspection by looking at the 
variability of specific energy readings before and after the rig malfunction and voided 
sections.  In the test shaft at depths 46.10 and 46.42 feet, a 1.10 psi difference in qu 
produced nearly a 15 psi difference in specific energy.  This led to the conclusion that 
rig malfunction occurred in the test shaft and voids were encountered in the east shaft.  
As a result, it was decided to perform the analysis (test shaft qu and fs frequency 
distributions) with the zero specific energy data points removed. 
 
Note:  The previous and following frequency distributions reflect the zero specific energy 
data points being removed for the analysis in all shafts.  This does not include Figure 
202Figure 203.  The zero specific energy points were left in these figures to show the 
difference between including them and removing them.  There were no zero specific 
energy points recorded in the east shaft.  However, the west shaft had a few sections 
where zero specific energy was recorded.  These can be seen in the depth vs. qu, fs and 

Depth Pen. Rate Rotation Torque Crowd Sp. Energy qu

(ft) u (in/min) N (rpm) T (in-lbs) F (lbf) e (psi) (psi)

31.99 3.3 5.41 168874 1281 1728.40 119.5

32.05 1.2 5.39 159893 1364 4547.36 291.4

32.12 2.0 5.43 159781 1543 2736.05 183.7

32.19 66.4 1.41 34563 271 4.81 0.4

32.25 2.2 4.53 122209 963 1533.51 106.6

32.32 2.4 5.82 170090 2351 2592.85 174.8

32.38 4.7 5.78 195211 1315 1496.66 104.2
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e plots (Figure 216Figure 218) at depths 35.20 to 35.47 feet, 36.71 to 37.17 feet, and 
46.62 to 46.69 feet.   
 

 
Figure 207 - Test shaft qu frequency distribution with zero specific energy data points 

removed 

 



 
 
  
 

213 
 
 
 

Figure 208 - Test shaft: fs frequency distribution with zero specific energy data points 
removed 

5.2.2 East Shaft Analysis 

 
Figure 209 - East shaft qu frequency distributions 

 
Figure 210 - East shaft fs frequency distribution 

 

Statistics 30 to 35 ft 35 to 40 ft 40 to 45 ft 45 to 50 ft

Average 116.1 148.0 100.5 81.0

Std.Dev. 99.0 118.6 74.2 79.5

CV 0.8526 0.8013 0.7378 0.9813

Count 72 71 76 75

qu (psi)

 

Statistics 30 to 35 ft 35 to 40 ft 40 to 45 ft 45 to 50 ft

Average 1.77 2.23 1.57 1.27

Std.Dev. 1.39 1.61 1.03 1.1

CV 0.7817 0.7218 0.6586 0.8937

Count 72 71 76 75

fs (tsf)
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Figure 211 - East shaft depth vs. compressive strength 

 
Figure 212 - East shaft depth vs. skin friction 
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Figure 213 - East shaft depth vs. specific energy 

5.2.3 West Shaft Analysis 

 
Figure 214 - West shaft qu frequency distribution 

 

Statistics 35 to 40 ft 40 to 45 ft 45 to 50 ft

Average 70.9 437.2 317.1

Std.Dev. 82.1 242.2 227.0

CV 1.1584 0.5541 0.7159

Count 76 76 77

qu (psi)
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Figure 215 - West shaft fs frequency distribution 

 
Figure 216 - West shaft depth vs. compressive strength  

 

Statistics 35 to 40 ft 40 to 45 ft 45 to 50 ft

Average 1.11 6.02 4.44

Std.Dev. 1.18 3.14 3.01

CV 1.0608 0.5213 0.6777

Count 76 76 77

fs (tsf)
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Figure 217 - West shaft depth vs. skin friction  

 
Figure 218 - West shaft depth vs. specific energy 
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5.3 Load Test Data 

The following section covers the results and data reduction from the load test at FDOT’s 
Kanapaha site in Gainesville, Florida.   
 
5.3.1 Strain Gauge Load Distribution 

The following provides the strain gauge load distributions for all three shafts. 
 

 
Figure 219 - Test shaft strain gauge load distribution  
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Figure 220 - East shaft strain gauge load distribution  

 
Figure 221 - West shaft strain gauge load distribution  
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From the distributions it appears the test shaft was nearly loaded to full mobilization in 
all sections during the final loading step.  The test shaft T-Z curves in following section 
indicate the same result.  The east shaft appears to have been on the verge of full 
mobilization but the west shaft was further away from mobilization. 
 
It should be noted that the end bearing in the test shaft was assumed to be zero.  This 
was considered a reasonable assumption because a 6” Styrofoam pad (Figure 179) 
was placed at the base of the shaft.  The end bearing pad was designed to carry the 
weight of the reinforced cage and concrete during placement, but upon further loading, 
i.e., the load test, little if any bearing resistance would develop.  Note, by removing end 
bearing from the test shaft, full side shear mobilization was possible.  
 
5.3.2 T-Z Curves at Kanapaha Test Site 

Based on the load distribution of the test shaft (Figure 219), the T-Z curves for side 
shear along the shaft were developed, Figure 222.  Based on location of the gauges, 
SG1 to SG2 was from depth of 39 to 42 ft, SG2 to SG3 from 42 to 45ft, SG3 to SG4 
from 45 to 48ft, and SG4 to base was from 48ft to 50ft depth.  Evident from the shape of 
the curves, the unit skin friction was fully mobilized.  Note, all the test shaft curves are 
for compression loading. 
 
Presented in Figure 223 are the T-Z curves for the east and west reaction shafts 
embedded in limestone. The T-Z curves were developed based on the load transfer 
plots of Figure 220 and Figure 221, as well as collected telltale data for both shafts. 
Note, the east shaft (ES) for SG1 to SG2 is from a depth of 40 to 45ft, and west shaft 
(WS) from SG1 to SG2 was also for a depth of 40 to 45ft.  Both curves in Figure 223 are 
for tension loading.  Evident from Figure 223, the west shaft was still mobilizing side 
shear, whereas the east shaft was on the verge of full mobilization. 
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Figure 222 - Test Shaft T-Z curves 

 
Figure 223 - East and West Shaft T-Z curves 
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5.4 Comparative Analysis 

Before the final load test was conducted, UF researchers submitted predictions for side 
shear and estimated loads for each section that was monitored with strain gauges for all 
three shafts.  The following provides the results of the load test compared to the 
predictions made by the researchers prior to testing.  Note, the zero specific energy 
data points were not removed for the initial predictions.   
 

Table 90 - Test shaft load test results (Predicted) 

 
 

Table 91 - East shaft load test results (Predicted) 

 
 

Table 92 - West shaft load test results (Predicted) 

 
 
It should be noted, the reaction shaft predictions did not account for load reduction in 
tension.  When a drilled shaft is loaded in compression, elastic compression is 
experienced by the shaft.  This is due to Poisson’s effect which causes a small increase 
in diameter.  Conversely, when shafts are placed in the tension the opposite effect 
occurs and the shaft diameter is slightly reduced.  As a result, the unit side shear is 
reduced for drilled shafts loaded in tension.  For design, unit side shear values for shafts 
in tension can be reduced to 75% of the downward loading unless static load test data 
justifies the use of higher values (Coduto, 2001).  The reduction was determined by 
O’Neill and Reese (1999).  O’Neill and Reese states the reduction factor should be 1.0 if 

Predicted Load Test

SG Level 1 to SG Level 2 39 ft to 42 ft 4.31 4.01 7.48%

SG Level 2 to SG Level 3 42 ft to 45 ft 3.83 4.11 -6.81%

SG Level 3 to SG Level 4* 45 ft to 48 ft 1.76 3.50 -49.71%

SG Level 4 to Shaft Base 48 ft to 50 ft 1.92 2.43 -20.99%

3.05 3.61 -15.56%

316.1 374.4 -15.56%

Percent 

Difference

Test Shaft                            

Strain Gage Level
Elevation

Skin Friction (tsf)

Average Skin Friction (tsf)

Total Load (tons)

*Monitoring indicated rig malfuntion in the section

Predicted Load Test

SG Level 1 to SG Level 2* 40 ft to 45 ft 1.57 1.18 33.05%

74.0 55.6 33.05%

*Section closely approaching full mobilization

East Reaction Shaft 

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference

Total Load (tons)

Predicted Load Test

SG Level 1 to SG Level 2* 40 ft to 45 ft 6.02 1.8 234.44%

283.7 84.8 234.44%Total Load (tons)

*Section was not fully mobilized

West Reaction Shaft 

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference
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the drilled shaft is in cohesive soil or is rigid compared to harder geomaterial (IGM or 
Rock). A rigid drilled shaft is one in which: 
 

[Ec/Es][B/D]2 ≥ 4………………………………………………….Eq 21 

where, 

 Ec = Young’s modulus of the concrete and steel 
 Es = Mass Young’s modulus of the rock 
 B = Shaft diameter 
 D = Shaft depth of embedment  

Using data collected from AASHTO (2010) to determine the lowest mass modulus for 
Florida limestone samples and the elastic modulus of the reaction shafts, the reported 
modulus ratio would be Ec/Es = 3979 ksi / 10.76 ksi = 369.8.  The B/D ratio for the 
Kanapaha shafts was B/D = 3 ft / 50 ft = 0.06.  Using the equation developed by O’Neill 
and Reese provided a value of 1.33, which is less than 4 and indicated the 75% 
reduction should be used.  The reduced predicted unit side shear and total load for the 
reaction shafts is provided in the following tables. 

 
Table 93 - East shaft load test results (Predicted – reduced for tension loading) 

 
 

Table 94 - West shaft load test results (Predicted – reduced for tension loading) 

 
 
The east shaft reduced prediction appeared to be a good estimate based on the strain 
gauge load distribution and T-Z curve.  Both the strain gauge load distribution and T-Z 
curve indicated the east reaction shaft was on the verge of reaching full mobilization.  
The west shaft was not approaching full mobilization and therefore comparisons 
between the load test results and monitoring could not be made.  The test shaft 
predictions were also good and typically on the conservative side which is the desired 
outcome if the results do not perfectly align.  If the section where the rig malfunction 
produced the greatest effect is removed, 45 to 48 feet, the overall prediction is 
excellent.  These results can be seen here: 

Predicted Load Test

SG Level 1 to SG Level 2* 40 ft to 45 ft 1.18 1.18 0.00%

55.6 55.6 0.00%

East Reaction Shaft 

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference

Total Load (tons)

*Section closely approaching full mobilization

Predicted Load Test

SG Level 1 to SG Level 2* 40 ft to 45 ft 4.515 1.8 150.83%

212.8 84.8 150.83%Total Load (tons)

*Section was not fully mobilized

West Reaction Shaft 

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference
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Table 95 - Test shaft load test results (rig malfunction section, 45 to 48ft, removed) 

   
 
Furthermore, if the data points where zero specific energy was reported are removed, 
the prediction in the bottom three sections is improved. 
 

Table 96 - Test shaft load test results (zero specific energy data removed) 

 
 

Finally, if the section where the rig malfunction had the largest effect is removed, and 
the zero specific energy data points are removed, the estimated side shear and total 
load is nearly perfect. 
 

Table 97 - Test shaft results (zero specific energy data points and rig malfunction 
section removed) 

 
 

Overall, the comparison between the monitoring and load test results is quite 
impressive, especially due to the nature of the site.  As discussed, the Kanapaha site 
was highly variable, the limestone was highly weathered and it was very difficult to 
recover core specimens for lab testing.  In closing, the researchers believe the results of 

Predicted Load Test

SG Level 1 to SG Level 2 39 ft to 42 ft 4.31 4.01 7.48%

SG Level 2 to SG Level 3 42 ft to 45 ft 3.83 4.11 -6.81%

SG Level 4 to Shaft Base 48 ft to 50 ft 1.92 2.43 -20.99%

3.53 3.65 -3.29%

266.3 275.4 -3.29%

Test Shaft                            

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference

Average Skin Friction (tsf)

Total Load (tons)

Predicted Load Test

SG Level 1 to SG Level 2 39 ft to 42 ft 4.31 4.01 7.48%

SG Level 2 to SG Level 3 42 ft to 45 ft 4.09 4.11 -0.49%

SG Level 3 to SG Level 4* 45 ft to 48 ft 2.03 3.50 -42.00%

SG Level 4 to Shaft Base 48 ft to 50 ft 2.44 2.43 0.41%

3.29 3.61 -8.94%

340.9 374.4 -8.94%

Test Shaft                            

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference

*Monitoring indicated rig malfuntion in the section

Total Load (tons)

Average Skin Friction (tsf)

Predicted Load Test

SG Level 1 to SG Level 2 39 ft to 42 ft 4.31 4.01 7.48%

SG Level 2 to SG Level 3 42 ft to 45 ft 4.09 4.11 -0.49%

SG Level 4 to Shaft Base 48 ft to 50 ft 2.44 2.43 0.41%

3.76 3.65 2.94%

283.5 275.4 2.94%Total Load (tons)

Test Shaft                            

Strain Gage Level
Elevation

Skin Friction (tsf) Percent 

Difference

Average Skin Friction (tsf)



 
 
  
 

225 
 
 
 

Table 93Table 97 best represent the monitoring efforts at Kanapaha.  Before making 
the load test predictions it was discussed whether or not to remove the zero specific 
energy data points.  It was agreed that including them would only provide a more 
conservative estimate, which is generally a prudent decision in foundation design. 
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS 

6.1 Conclusions 

This project focused on developing and evaluating the relationship between rock drilling 
parameters (crowd, torque, penetration rate, rotational speed and drill bit diameter) and 
rock strength (e.g., unconfined compression, qu).  This required both a laboratory and 
field investigation.   
 
In the laboratory, synthetic limestone (Gatorock) was developed at four different design 
strengths (10 tsf, 20 tsf, 40 tsf and 120 tsf) that were representative of Florida’s various 
limestone formations.  The Gatorock was cast into large blocks (22.5” x 22.5” x 40”) that 
were subsequently drilled using various combinations of the five drilling parameters. 
The results were wirelessly transmitted in real time to an external computer and 
recorded for analysis. During the analysis multiple developed drilling equations were 
investigated.  From the investigation, a unique relationship was developed using Teale’s 
specific energy equation for rotary non-percussive drilling in rock.  The developed 
relationship provided the strongest correlation between the five drilling parameters and 
compressive strength.  From this, a new equation was developed that could be used to 
measure rock strength in real time during field drilling.  In total, 81 drilling data points 
were used to develop the equation. 
 
In the field, Jean Lutz monitoring equipment was acquired and used to measure the 
same five drilling parameters on the drill rig.  The drilling parameters were recorded and 
transmitted wirelessly to an external computer in real time away from the drilling.  The 
Jean Lutz equipment included pressure transducers used to tap into the hydraulic lines 
providing torque and crowd to the drill bit, a proximity sensor to monitor rotational speed 
at the rotary table, a rotary encoder mounted on the rim of the main cable winch to 
monitor penetration rate, a junction box to receive the signals from each sensor, and a 
data acquisition module to record, display and transmit the data wirelessly to an 
external computer in real time via Bluetooth.   
 
During the course of the research project, field monitoring took place at three separate 
locations where load testing occurred.  The locations were in Quincy, Florida (Little 
River Bridge), Jacksonville, FL (Overland Bridge) and Gainesville, Florida (Kanapaha).  
Monitoring in these locations provided direct comparison of the estimated shaft capacity 
obtained during monitored drilling to the actual capacity of installed shafts measured 
using conventional load testing methods.  Additionally, each location used a different 
type of load test: O-cell testing at Little River, Statnamic testing at Overland, and a 
traditional top-down static load test at Kanapaha.  This provided direct comparative data 
from three of the most conventional load testing methods used throughout the state. 
The field investigation also provided three variations in the following categories: 
location, drill rigs used to install the shafts, shaft diameters, drilling crews, drill bits, drill 
bit tooth configurations, and limestone formations encountered. These variable drilling 
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conditions provided great insight on how well the laboratory drilling equations perform 
when drilling conditions, rig configurations and Florida limestone formations change.  
 
The following presents the monitoring results versus the load test results for skin friction 
at each monitored location.  The presented results are in portions of the shafts, at each 
location, where the side shear was either fully mobilized or being mobilized; thereby, 
providing direct comparison of monitoring to conventional methods for estimating shaft 
capacity. 
 

 
Figure 224 - Unit side shear comparison from all monitoring sites  

As seen in Figure 224, the developed drilled shaft monitoring system and methods of 
analysis were not only successful, but highly accurate.  This was confirmed by 
conducting a bias analysis.  The following provides the bias analysis which includes the 
monitoring result at Kanapaha where rig malfunction occurred and a more accurate 
assessment where the rig malfunction result is removed.   
 

*Rig Malfunction  
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Figure 225 - Unit side shear bias analysis  

As seen in Figure 225, the rig malfunction result is more than three standard deviations 
away from the mean and would be considered a significant outlier.  However, the 
median bias is still 1.00 and the CV is relatively low.  The following figure provides a 
more accurate interpretation of the results with the rig malfunction section removed from 
the bias analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Statistics Bias

Average 1.06

Median 1.00

Std. Dev. 0.22

CV 0.2050

Count 11

*Rig Malfunction  
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Figure 226 - Unit side shear bias analysis (rig malfunction section removed) 

With the rig malfunction result removed, the mean and median bias is 1.00.  The CV is 
less than 0.1 which indicates the monitoring has limited variability.  Tabular results 
summarizing the entire research effort are provided in the following table. 
 

Table 98 – Comparative analysis summary for the entire research project 

 
 

From the comparative analysis summary for the entire project, it is clear that drilled 
shaft construction monitoring is a viable solution to removing spatial uncertainties.   
 

Location Section Test Type Thickness (ft) Measured (ksf) Predicted (ksf) % Difference

Little River SG8 to SG7 Osterberg 10.0 9.90 11.15 12.63%

Little River SG7 to SG6 Osterberg 5.0 21.10 19.67 -6.78%

Little River SG6 to O-cell Osterberg 5.5 20.60 22.09 7.23%

Little River O-cell to SG5 Osterberg 3.5 21.40 19.46 -9.07%

Little River SG5 to SG4 Osterberg 5.0 13.60 13.95 2.57%

Overland Segment 2 Statnamic 5.0 2.06 1.90 -7.77%

Kanapaha SG1 to SG2 Static 3.0 8.02 8.62 7.48%

Kanapaha SG2 to SG3 Static 3.0 8.22 8.18 -0.49%

Kanapaha SG4 to Base Static 2.0 4.86 4.88 0.41%

Kanapaha East Shaft Static 5.0 2.36 2.36 0.00%

Average All All 4.70 11.21 11.23 0.12%

Comparative Analysis Summary

 

Statistics Bias

Average 1.00

Median 1.00

Std. Dev. 0.07

CV 0.0678

Count 10
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In addition to developing the drilling equation for real time measurement of rock 
strength, methods to estimate splitting tensile strength and skin friction in real time were 
also developed.  Initially it was thought that these strength measurements would be 
estimated using site specific limestone qt/qu ratios post monitoring.  However, using 
Johnston’s criterion (1985), core data from around the state and the pilot project 
monitoring data, a new equation was developed that accurately estimates splitting 
tensile strength in real time based on compressive strength.  It should be noted the 
results of Table 98 reflect using the Florida geomaterials equation, Eq 16, to predict qt.  
The limestone equation, Eq 18, using the correction factor produced similar results with 
an average percent difference of 0.32%.  However, the Florida geomaterials equation 
produced estimates closer to the measured load test results in 8 of the 10 comparisons 
and generally provided a more conservative approach.  Therefore, Florida geomaterials 
equation is recommended for predicting qt in real time.  Using this equation allows the 
recommended SFH skin friction equation to be used in real time as well.  New 
relationships between compressive and splitting tensile strength with void ratio, 
moisture content and dry unit weight were also developed.  This gives rise to concept 
that index testing of these material properties could provide better understanding of 
limestone rock strengths in locations where rock cores are difficult to obtain for core 
testing. 
 

6.2 Recommendations 

As is evident in the conclusions, the drilled shaft monitoring methods appear to be 
viable, but further testing should be performed to validate the results.  With this work, 
researchers took the first steps towards eliminating spatial variability concerns for 
structures supported by drilled shafts.  In addition, this provides a means to quantify the 
quality and length of rock sockets during drilling so the as-built foundation 
meets/exceeds the design parameters, providing quality assurance to the drilling 
contractor and foundation design engineer.  This would be extremely useful for projects 
that do not implement load testing to confirm the design of their production shafts.  For 
all of these reasons it is recommended that more drilled shafts with planned load tests 
be monitored during construction in order to further verify the strength, as well as 
estimated side shear. Future efforts should focus on locations where different Florida 
limestone formations are encountered.  Ideal locations would be in the Tampa area 
where dolomite is encountered, in Miami where oolite is encountered, along the east 
coast where the young Anastasia formation is found, in the panhandle where higher 
strength limestone is present and in larger metropolitan areas such as Jacksonville 
where construction is constantly growing and where both limestone and marl formations 
exists.  
 
Since the developed monitoring techniques were capable of determining not only 
compressive strength but splitting tensile strength and skin friction in real time, the same 
drilling techniques could be applied in more geotechnical engineering applications such 
as auger cast piles, ACIP, or used as a site investigation tool, SPT.  In the case of 
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auger cast piles, interest for the use of these foundations under bridge structures is 
high.  Generally, ACIP piles are installed quickly (auger doesn’t go in and out of hole) 
and they too develop large unit skin frictions in limestone.  However, since the 
continuous flight auger does not go in and out the hole, the excavated material type is 
unknown; therefore, monitoring as investigated could be very useful.  In the case of site 
investigation, drill monitoring from an SPT rig could provide the benefit of continuous 
data collection similar to CPT with the ability to penetrate through layers of rock that 
terminates a CPT test.  Continuous data collection would provide great assistance for 
sites with poor recoveries and highly variable soil and rock. Additionally, at any time 
during monitoring from the SPT rig, SPT testing could be implemented or core samples 
could be extracted for lab testing and compared to drilling strength measurements. 
 
Finally, covered in this report was a newly developed correlation between rock strength 
properties, qu and qt, with materials properties of rock such as void ratio, porosity, 
moisture content and unit weight.  It is believed that developing correlation between 
strength and material properties of rock will lead to a better understanding of the 
materials being influenced by engineering design.  It also gives rise to the concept of 
index testing where strength estimates could be made based on the material properties 
of the rock.  Collection and testing of limestone cores from around the state could 
provide the basis of the investigation.  From this, a stronger correlation between 
strength and material properties could be achieved.  Additionally, Johnston’s criteria for 
Florida geomaterials could be developed experimentally and compared to the current 
theoretical relationship developed for qu and qt.  This would further improve the real time 
estimates of splitting tensile strength and skin friction during drill shaft monitoring as well 
as conventional design.  In order to recreate Johnston’s criteria, unconfined 
compression, split tension, direct tension and triaxial testing should be performed.   
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